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Applied Biostatistics

Introduction to
Biostatistics N

Introduction to Biostatistics

Statistics is a field of
study thatis concerned
with:

* The collection,
organization,
summarization, and
analysis of data.

.\\‘X\\

+ Thedrawing of sy y
inferences abouta //// "
body of data, when
only a part of datais
observed. '




Introduction to Biostatistics

- Statistics alsoplaysa
vitalrole in all the
phases of research
startingfromthe
planning to the pollcy
making.

Introduction to Biostatistics

BioStatistics is

* The use of statistical
tools forthe data thatis
derived from biological
sciences and medici\n‘e.

- Bio-statistical methodsi |
were usedin the anC|e; t |
civilizations like Ancient |

Greece, AncientRome,
Indiaand China.




Introduction to Biostatistics

* Oneofthe earliest
known demographic/
Bio-statistics study was
conducted by John
Graunt (1662). He
developed life tables to
warn off the onsetand
spread of Bubonic
plaguein London.

Introduction to Biostatistics

https://goo.gl/MVallr

« The Lady witha Lamp (1820-1910)

- One of the early known Statistician

who not only used statistical
methodologies to detect the
causes of deaths of British soldiers
during Crimean War but also
convinced Queen for evidence
based policy making to provide
better sanitary conditions for
soldiers.




Introduction to Biostatistics

- SirRonald A. Fisher (1890-1962)
- A Bio-Statistician
 Evolutionary Biologist
+ Geneticist

* He developed Statistical

Methodologies to combine
Mendelian Genetics and natural
selection.

- Famously known as “Father of

Modern Statistical sciences”.

https://goo.gl/XWdN6Z

Introduction to Biostatistics

Applications of
Biostatistics:

* Public Health

* Pharmacology A
- Epidemiology , ‘A
- Medicine 8
* Genetics

- Genomics | ,’

* Proteomics y
 Bioinformatics Yy
etcetc /& /
//




END

“Tounderstand God’s
thoughts we must study
statistics, for these are
the measures of HIS
purpose” @\

Florence -
Nightingale(1820-1910)
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Basic Terminology - |

Population:

Average person thinks of
a population as collection
of entities usually People.

In Statistics it is Defined
as “an aggregate of /
entities for which we have
an interest at a particular/
time.” It can consists of
Animals, machines,
places or cells etc.
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Basic Terminology - |

https://logofmaps.wordpress.com

Example:

If we are interested in
knowing the weights of
all the children enrolled
in elementary schools
of the Bahawalpur
District. )

Then our population will
be all the the children ~
enrolled in elementary
schools of the Y,
Bahawalpur District. -




Basic Terminology - |

Types of Population

1.Finite
If a population of values
consistsofa fixed
number of these values,
the population is said t” J N
be finite /4

Basic Terminology - |

Types of Population

2.Infinite
If a population consnsts
of an endless |
succession of values, ||

one.

the population is infinite =




Basic Terminology - |

Target Population
The General Population
that the study seeks to
understand.

Source Population
The specific individuals
from which a representative
sample willbe drawn.

Sample Population

Sample Population
Individuals asked to
participate.

Study Population
Eligible participants.

Basic Terminology - |

Census

A Censusis a survey
conducted on a full set
of observations _
belongingto a given
population. | “i

+ Itis defined as “the / /
complete enumeration
of population of groups
at a pointin time with
respectto well defined
characteristics. :




Basic Terminology - |

Population Parameter:

Itis any summary number,
like an average or
percentage, that describes
the entire population.

[

 These are the true |
values, which are
usually unknown.

Basic Terminology - |

Population Parameter:

 These values are

denoted by Greek A
letters. e.g.: L\ \
PopulatonMeanp
(Mu) | }’ i
Population Proportion =
T (Pi) 'y

Y |
Y
/4
/ 4

END




Applied Biostatistics

Basic Terminology - i

Basic Terminology - I

 Itis not usually possible
to study the whole
population.

« Studying a population
requires
* Alotoftime
* resources




Basic Terminology - I

Sampleisa
representative part of a
Population.

A sample surveyisa
study that obtains data
froma subsetofa
population of our interest,
in order to estimate
population attributes.

Basic Terminology - Il

Characteristics of a good
sample

1. Representative.

2. It captures mostof the
variation in the
population.

3. Obtained by usmg
propersampling
methodology.




Basic Terminology - I

Characteristics of a good
sample

5. Informative with
minimum use of
resources.

4. Focusonobjective R\\

Basic Terminology - I

END

Sample Statistic

Any summary number, like
an average or percentage,
that describes the sample.

« Sample statistics are
random variables. |
» These are the values ;;’ |
which are usually /
denoted by Latin letters
«Sample Standard
Deviation (s)
- Sample Proportion (p) -

l

iy e
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Types of Statistics

Objectives of this course
are twofold:

1. ToLearnorganize and

summarize data. @
\ \‘l\

;.\

2. Tolearnhowtoreach |
decisions aboutthe
large body of databy =
examining onlya small
part of it. A,




Types of Statistics

Types of Statistics

1. Descriptive Statistics

'.\“‘\
\o

2. Inferential Statistics |

Types of Statistics

Descriptive Statistics

These are the statistical
methodologies which are
used to Organize and «
Summarize data. |

l N

Together with simple y ’ .
graphics they formthe
basis for virtually every' ,
quantitative anaIyS|s csf/
data.




Types of Statistics

Descriptive Statistics

Descriptive analysis is
also known as Exploratory
Data Analysis (EDA) N

Types of Statistics

END

Inferential Statistics

These are statistical
methodologies using which
we reach a conclusion
about a population on th(-:} |
basis of the information =~ =
contained in the sample.

/ /




Applied Biostatistics

The raw material of Statistics is data.
We may define data as figures. Figures result from

the process of counting or from taking a \, W
measurement. |

For examp[e

of patients (counting). 4
- When a nurse weighs a patient (measurement&




We search for suitable data to serve as the raw
material for our investigation.

Such data are available from one or more of the
following sources:

1- Routinely kept records. B
For example: | R\

amounts of information on patients. |
-Hospital accounting records contain a wealth of
data on the facility’s business /
- activities.

- Hospital medical records contain immense i\ | \
|
|

2- External sources.
The data needed to answer a question
may already exist in the form of
published reports, commercially
available data banks, or the research
literature, i.e. someone else has already
asked the same question.




3- Surveys:

The source may be a survey, if the data needed

is about answering certain questions.

For example:

If the administrator of a clinic wishes to obtain A B

information regarding the mode of 1"

transportation used by patients to visit the | |

clinic, 1IN |
then a survey may be conducted among :

patients to obtain this information.

-

4- Experiments.

Frequently the data needed to answer

a question are available only as the V\-\,
result of an experiment. A B
For example: | B
If a nurse wishes to know which of several Iy
strategies is best for maximizing patient ,
compliance, /4
she might conduct an experiment in which™ =

the different strategies of motivating compliance //

are tried with different patients. 7




Applied Biostatistics

It is a characteristic that takes on different
values in different persons, places, or things.

For example: a \
- heart rate, W
l

- the heights of adult males, Iy B
- the weights of preschool children, N/
- the ages of patients seen in a dental cllnlé




Quantitative Variables

It can be measured in Many characteristics are not

the usual sense.

. or ranked.
- the heights of adult
males, |
- the weights of - classification of people into socio- :
. economic groups, .
preschool children, o y, ,
. - social classes based on income, :
- the ages of patlents education, etc. ' //
seenina ‘

- dental clinic.

Qualitative Variables

capable of being measured.
Some of them can be ordered

\.~"\_“

4y

-

S

A discrete variable
is characterized by gaps or

interruptions in the
values that it can
assume.

- The number of daily

admissions to a general
hospital,

The number of decayed,
missing or filled teeth per
child

inan
elementary
school.

A continuous variable

can assume any value within a specified
relevant interval of values assumed
by the variable.

- Height,
- weight,
skull circumference.

No matter how close together the
observed heights of two people, we
can find another person whose -
height falls somewhere in between

\M,

-~

S
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Topic 6

sample

population

Since it is difficult to measure a parameter from the /
population, a sample is drawn of size n, whose valu /‘fls/are

,/

Y1 X 2s - %o From this data, we measure the statlstlc




A measure of central tendency is a measure which indicates
where the middle of the data is.

The three most commonly used measures of central
tendency are: B

The Mean, the Median, and the Mode. | 1

It is the average of the data.

-

p= which is usually unknown, then we use the

sample mean to estimate or approximate it.

Example:

Here is a random sample of size 10 of ages, where
x1=42, x,=28,y;=28,%,=61,y5=31,
Xe=23,%7=50,%x3=34, x9=32, 110=37.

=(42+28 +..+37)/10=36.6




only one mean.

* Simplicity. It is easy to understand and to compute.

* Affected by extreme values. Since all values enter
into the computation.

fxamp[e:Assume the values are 115, 110, 119, 117, 121 and 126. The
mean = 118.

But assume that the values are 75, 75, 80, 80 and 280. The mean = 118,

a value that is not representative of the set of data as a whole.

When ordering the data, itis the observation that divide the set of
observations into two equal parts such that half of the data are
before it and the other are after it.

*If nis odd, the median will be the middle of observations. It will be
the (n+1)/2 th ordered observation.

When n = 11, then the median is the 6" observation.

*If nis even, there are two middle observations. The median will be

the mean of these two middle observations. It will be the (n+1)/2 t
ordered observation.

When n = 12, then the median is the 6.5" observation, which is an
observation halfway between the 6% and 7t" ordered observation.




i{:‘.xamp[e:

For the same random sample, the ordered observations will
be as:

23, 28, 28, 31, 32, 34, 37,42, 50, 61.

Since n = 10, then the median is the 5.5t observation, i.e. =
(32+34)/2 = 33.

* Uniqueness. For a given set of data there is one and
only one median.

* Simplicity. It is easy to calculate.

* I|tis not affected by extreme values as is the
mean.

It is the value which occurs most frequently.
If all values are different there is no mode.
Sometimes, there are more than one mode.

Example:
For the same random sample, the value 28 is
repeated two times, so it is the mode.

* Sometimes, it is not unique.
* It may be used for describing qualitative data.
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Types of Statistics

summarizing data.

are used to summarize data.

called a statistic.

Descriptive statistics are methods for organizing and

For example, tables or graphs are used to organize
data, and descriptive values such as the average score

A descriptive value for a population is called a
parameter and a descriptive value for a sample is




Inferential statistics are methods for using sample
data to make general conclusions (inferences) about
populations.

Because a sample is typically only a part of the whole
population, sample data provide only limited
information about the population. As aresult,
sample statistics are generally imperfect
representatives of the corresponding population
parameters.

eéfg;
Inference

Use a random sample
to learn something
about a larger
population




@ é‘i

¢ Two ways to make inference
« Estimation of parameters
* Point Estimation ( X or p)
* Intervals Estimation
«Hypothesis Testing

Inference

& é&x

Mean: X estimates |
3;?,?;?;?,: S estimates ©
Proportion: P estimates T

from sample ggmlg;;‘gﬁ




& Esfimafion of parameters

Population Point estimate Interval estimate
I am 95%

. confident that
Mean, p, is is between 40 &
unknown

o Sk
é * Parameter

= Statistic * Its Error




X or P

...I1S the distribution
of a statistic across
an infinite number

of samples . 77$‘—

The Sampling
Distribution...

—_—

Standard Error

S
Quantitative Variable =~ SE (Mean) =/ n

p(1-p)

Qualitative Variable SE (p) = N




& Confidence Interval

o/2 o/2
)(, 1-a
| SE B SE T Zaxs

95% Samples

X - 1.96 SE X + 1.96 SE

Y Confidence Interval

a/2 a/2

1-a k

SE I SE Z-a-xis p
95% Samples

p - 1.96 SE p + 1.96 SE




‘S :
*‘ Interpretation of

[ Probabilistic Practical
In repeated sampling 100(1- We are 100(1-01)%
)% of all intervals around : :
=amplelmeans willlinithe confident that the single
long run include ~ computed Cl contains [

‘% TExample (Sample size>30)

An epidemiologist studied the blood glucose
level of a random sample of 100 patients. The
mean was 170, with a SD of 10.

= ¥ L o
SE=10/10= 1 h= X*2xSE

Then CI:

u=170+196x1 168.04<u=>171.96




@@ﬁ Example (Proportion)

In a survey of 140 asthmatics, 35% had
allergy to house dust. Construct the 95% CI
for the population proportion.

T=p+7Z P(1-p) se- M0.35(1-0.35) = 0.04
=) 140

0.35-1.96 x0.04<7t>0.35+1.96 x 0.04
0.27<17t>043
27% <1t=>43%

A statistical method that uses sample
data to evaluate a hypothesis
about a population parameter. It
is intended to help researchers
differentiate between real and
random patterns in the data.

clgft




A —
®  Whatisa Hypothesis?

I assume the mean SBP of

An aSSllmption participants is 120 mmHg

about the population
parameter.

¢" Null & Alternative Hypotheses

«H , Null Hypothesis states the Assumption :<f§7”’)%>

to be tested e.g. SBP of participants = 120 iff
(Hy: p = 120).

o H, Alternative Hypothesis is the opposite of
the null hypothesis (SBP of participants # 120
(H,: p#120). It may or may not be accepted
and it is the hypothesis that is believed to
be true by the researcher




e | —
® Level of Significance, o

¢ Defines unlikely values of sample statistic
if null hypothesis is true. Called rejection
region of sampling distribution

¢ Typical values are 0.01, 0.05
¢ Selected by the Researcher at the Start
¢ Provides the Critical Value(s) of the Test

Level of Significance, « and the Rejection Region
Critical
a Value(s)
Rejection
Regions
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Result Possibilities

H,: Innocent

Jury Trial Hypothesis Test

Actual Situation

Actual Situation

Verdict Innocent Guilty
Innocent Correct Error 1 - Type lI
Error ( B
Type |
Guilty Error Correct Error Power
(1- B)
(a )
False ,
Positive Nggallifve ‘! }ﬁ‘:-
K I i Ty
actors Increasing \

=
i
@

¢ True Value of Population Parameter

Type 11 Error

+ Increases When Difference Between Hypothesized

Parameter & True Value Decreases
+ Significance Level a
+ Increases When a Decreases
¢ Population Standard Deviation o
+ Increases When o Increases
¢ Sample Size n
+ Increases When n Decreases

(1 4mm -~

=* =) - E)u =
= 4mm —)Q




¢ p Value Test

+ Probability of Obtaining a Test Statistic
More Extreme (< or =) than Actual Sample
Value Given H, Is True

¢ Called Observed Level of Significance ‘_

¢ Used to Make Rejection Decision
«If p value > a, Do Not Reject H,
«If p value < a, Reject H,

>

@' Hypothesis Testing: Steps

Test the Assumption that the true mean SBP of
participants is 120 mmHg.

State H|, Hy: u =120
State H, H :u =120
Choose a a = 0.05
Choose n n=100

Choose Test: Z,t, X? Test (or p Value)




[ 2 Hypothesis Testing: Steps

Compute Test Statistic (or compute P value)
Search for Critical Value
Make Statistical Decision rule

Express Decision

® ‘E —
¢ One sample-mean Test
o Assumptions

¢ t test statistic

_ sample mean —null value  x — 4,

standard error \Y
Var




(5 Example Normal Body Temperature

What is normal body temperature? Is it actually
37.6°C (on average)?

State the null and alternative hypotheses
HO: M= 37.6°C
H,: u#=37.6°C

& éﬁﬁ&

Data: random sample of n = 18 normal body temps

Example Normal Body Temp (cont)

372 368 380 376 372 368 374 38.7 37.2
364 366 374 370 382 376 361 362 375

Summarize data with a test statistic

Variable n Mean SD SE t P
Temperature 18 37.22 0.68 0.161 2.38 0.029

[ sample mean —null value  x—

standard error \)
Var




@éﬁ STUDENT’S t DISTRIBUTION TABLE

Degrees of Probability (p value)
freedom 070 [[0.05]1] o0.01
1 6.314 | 12.706| | 63.657
2.015 2.571 4.032
10 1.813 2.228 3.169
17 1740 {2.110] | 2.898
20 1.725 2.086 2.845
24 1.711 2.064 2.797
25 1.708 | 2.060 | 2.787
Q0 1.645 1.960 2.576
o 5k
@: Example Normal Body Temp (cont)
Find the p-value
Df=n-1=18-1=17
From SPSS: p-value = 0.029
From t Table: p-value is - i
between 0.05 and 0.01. -2.11 +2.11 t

Area to left of r = -2.11 equals area
torightof r = +2.11.

The value = 2.38 is between
column headings 2.110& 2.898 1n table,
and for df =17, the p-values are
0.05and 0.01.




Géﬁ Example Normal Body Temp (cont)

Decide whether or not the result is
statistically significant based on the p-value

Using a = 0.05 as the level of significance criterion,
the results are statistically significant because 0.029
is less than 0.05. In other words, we can reject the
null hypothesis.

Report the Conclusion

We can conclude, based on these data, that the mean
temperature in the human population does not equal
37.6.

& éﬁ

One-sample test for proportion

¢ Involves categorical variables
¢ Fraction or % of population in a category

¢ Sample proportion (p) X _ number of successes

p:

o Test is called Z test n sample size
where: 7
¢ Z is computed value Z = P
¢ 7 is proportion in population 71— 77)
(null hypothesis value) -

Critical Values: 1.96 at 0=0.05
2.58 at 0=0.01




L3 Example

* In a survey of diabetics in a large city, it was
found that 100 out of 400 have diabetic foot.
Can we conclude that 20 percent of diabetics in
the sampled population have diabetic foot.

* Test at the a =0.05 significance level.

- Solution
0.25-0.20
H,: 7=0.20
H,: 7 #0.20 Z= 0.20 (1- 0.20) =2.50
400

Critical Value: 1.96

Decision:

We have sufficient evidence to reject the Ho
value of 20%

We conclude that in the population of
diabetic the proportion who have diabetic

foot does not equal 0.20
A Zé‘_
chgf




Probability Sampling

Types of Probability Sampling
Designs

Simple random sampling
Stratified sampling
Systematic sampling
Cluster (area) sampling
Multistage sampling




Some Definitions

« N =the number of cases in the
sampling frame

o N =the number of cases in the sample

o nC,, = the number of combinations
(subsets) of n from N

o f=n/N = the sampling fraction

Simple Random Sampling

Objective: Select n units out of N such
that every \C, has an equal chance.

Procedure: Use table of random numbers,
computer random number generator or
mechanical device.

Can sample with or without replacement.
f=n/N is the sampling fraction.




Simple Random Sampling
Example:

Small service agency.
Client assessment of quality of service.
Get list of clients over past year.

Draw a simple random sample of n/N.

Simple Random Sampling

l List of clients




Simple Random Sampling

l List of clients

Random subsample

Stratified Random Sampling

» Sometimes called "proportional” or
"quota" random sampling.

* Objective: Population of N units
divided into nonoverlapping strata
N4, N5, Nj, ... N, such that N, + N, +
... + N; = N; then do simple random
sample of n/N in each strata.




Stratified Sampling - Purposes:

To insure representation of each
strata, oversample smaller population
groups.

Administrative convenience -- field
offices.

Sampling problems may differin each
strata.

Increase precision (lower variance) if
strata are homogeneous within (like
blocking).

Stratified Random Sampling

l List of clients ‘ﬁ\\




Stratified Random Sampling

l List of clients ‘“\\
African- Amenc%amc £mencan

. i
Strata \ \\

Stratified Random Sampling

l List of clients ‘.

African-American H|span|c merican

\

\
\
1 \
1 \
1 \
1 \
rata ' \
1 \
] \
1 \
1 - \
I I \ \
\ \
\

i

l Random subsamples of n/N




Proportionate vs. Disproportionate Stratified
Random Sampling

« Proportionate: If sampling fraction is
equal for each stratum

o Disproportionate: Unequal sampling
fraction in each stratum

o Needed to enable better representation
of smaller (minority groups)

Systematic Random Sampling

Procedure:

Number units in population from 1 to N.
Decide on the n that you want or need.
N/n=k the interval size.

Randomly select a number from 1 to k.
Take every kth unit.




Systematic Random Sampling

o Assumes that the populationis
randomly ordered.

o Advantages: Easy; may be more
precise than simple random sample.

« Example: The library (ACM) study.

Systematic Random Sampling

1
2
3
4
5
6
7
8
9




Systematic Random Sampling

1
2
3
4
5
6
7
8
9

N =100
‘wantn =20

‘N/n=5




Systematic Random Sampling

N =100

’ Want n =20

O©CoOoO~NOOOThA~,WN =

’Nm=5

Select a random number from 1-5: chose 4

N =100
‘Wantn=20
‘Nm=5

Select a random number from 1-5: chose 4

Start with #4 and take every 5th unit




Cluster (Area) Random Sampling

Procedure:

Divide population into clusters.
Randomly sample clusters.

Measure all units within sampled
clusters.

Cluster (Area) Random Sampling

o Advantages: Administratively useful,
especially when you have a wide
geographic area to cover.

Examples: Randomly sample from city
blocks and measure all homes in
selected blocks.




Multi-Stage Sampling

o Cluster (area) random sampling can be
multi-stage.

« Any combinations of single-stage
methods.

Multi-Stage Sampling

Example: Choosing students from schools

o Select all schools; then sample within
schools.

o Sample schools; then measure all
students.

o Sample schools; then sample students.




NON-PROBABILITY SAMPLING

" Sampling

® Measuring a small portion of something and then making
a general statement about the whole thing.

® Process of selecting a number of units for a study in such
a way that the units represent the larger group from which
they are selected.




. = ——

Why We Need Sampling?

e  Sampling makes possible the study of a large, (different
characteristics) population.

e  Sampling is for economy
o Sampling is for speed.
e  Sampling is for accuracy.

e Sampling saves the sources of data from being all
consumed.

=

General Types of Sampling

Probability sampling

Non-probability sampling




Non-probability sampling

Unequal chance of being included in the sample (non-random)

Non random or non - probability sampling refers to the sampling process
in which, the samples are selected for a specific purpose with a pre-
determined basis of selection.

The sample is not a proportion of the population and there is no system in
selecting the sample. The selection depends upon the situation.

No assurance is given that each item has a chance of being included as a sample

There is an assumption that there is an even distribution of characteristics within
the population, believing that any sample would be representative.

Types of Non-Probability Sampling

Judgment or purposive or deliberate sampling
Convenience sampling
Quota sampling

Snow Ball Sampling




1. Judgment or purposive or deliberate™
sampling

In this method, the sample selection is purely based on the
judgment of the investigator or the researcher. This is
because, the researcher may lack information regarding the
population from which he has to collect the sample.
Population characteristics or qualities may not be known,
but sample has to be selected.

In this method of sampling the choice of sample items
depends primarily on the judgment of the researcher. In
other words, the researcher determines and includes those
items in the sample which he thinks are most typical of the
universe with regard to the characteristics of research
project.

— —

For example, suppose 100 boys are to be selected from
a college with 1000 boys. If nothing is known about
the students in this college, then the investigator may
visit the college and choose the first 100 boys he meets.
Or he may select 100 boys all belonging to III Year. Or
he might select 25 boys from Commerce course, 25
from Science courses, 25 boys from Arts courses and 25
from Fine arts courses. Hence, when only the sample
size is known, the investigator uses his discretion and
select the sample.




/ /

The use of judgment sampling is justified by following premises:

If there are a small number of sampling unitsis in the universe,
judgment sampling enables inclusion of important units.

Judgment stratification of population helps in obtaininga more
representative sample in case research study wantsto look into
unknown traits of the population.

Judgment sampling is a practical method toarrive at some solution to
everyday business problems.

Limitations:

The judgment sampling involves the risk that the researcher may
establish conclusions by including those items in the sample which
conform to his preconceived ideas.

There is no objective way of evaluating the reliability of sample results.

— S

2. Convenience sampling

Convenience sampling is commonly known as unsystematic, accidental
or opportunisticsampling. According to this procedure a sample is
selected according to the convenience of the investigator.

In this method of sampling the choice of sample items depends
primarily on the judgment of the researcher. In other words, the
researcher determinesand includes those items in the sample which he
thinksare most tfypical of the universe with regard to the
characteristics of research project.

A type of non probabilitﬁsampling which involves the sample being
drawn from that part of the population which is close to hand. That s,
readily availableand convenient.

Forexample, suppose 100 car owners are to be selected. Then we may
collect from the RTO's office thelist of car owners and then make a
selection of 100 from that to form the sample.




— g

A convenience sampling may be used in the following
cases:

* 1) When universe is not well defined,
* ii) When sampling unit is not clear, and

* iii) When complete list of the source is not available.

//,,,/ﬂii? —

Population

Pe44041

PP OY

NNy

f é f f * * : Convenience Sampling
te1eee

s mfls oo =0 e o

'-u-n-:-.o-ll-.-n
| e =Peinile =iPe mPe =D
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3. QUOTA SAMPLING

In this method, the sample size is determined first and then quota s
fixed for various categories of population, which is followed while
selecting the sample.

In this method the quota has to be determined in advance and
intimated to the investigator. The quota foreach segment of the
population may be fixef at random or with a specific basis. Normally
such a sampling method does not ensure representativeness of the
population.

Example: - Suppose we want to select 100 students, then we might say
that the sample should be according to the quota given below : Boys
50%, Girls 50% Then among the boys, 20% college students, 40% plus
two students, 30% high school studentsand 10% elementary schoo
students. A different or the same quota may be fixed for the girls.

/

MERITS OF QUOTA SAMPLING

Reduces cost of preparing sample and field work, since ultimate
units can be selected so that they are close together.

Introduces some stratification effect.
DEMERITS OF QUOTA SAMPLING

Introduces bias of investigator is not involved at any stage, the
errors of the method cannot be estimated by statistical
procedures.

Since random sampling is not involved at any stage, the errors of
the method cannot be estimated by statistical procedures. Quota
sampling is most commonly used in marketing survey and
election polls.




" 4. SNOWBALL SAMPLIN

¢ It refers to Identifying someone who meets the criteria
for inclusion in the study.

* Selection of additional respondents is based on
referrals from the initial respondents.

S

Site Coordinator Contacts 5 Potential Interviewees
Identified by Organizations of Persons with Disabilities

| | |

: l
¢ F 19

2 3 4
6 7 8 9 10 11 12 13 14 15
Referred by Referred by | Referred by Referred by Referred by
Interviewee Interviewee Interviewee Interviewee Interviewee

#1 #2 H3 #4 #5




Describing Data

Charts and Graphs

Lecture Objectives

You should be able to:

1.
2.
3.

Define Basic Terms
Recognize Types of Data and Data Scales

Draw appropriate graphs based on type of data and type of
analysis desired.

Interpret the graphs
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Basic Terms o’e
1. Data, Information, and Knowledge
2. Populations and Samples
3. Variables and Observations
Types of Data:
1. Categorical and Numerical
2. Cross Sectional and Time Ordered
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Data, Information, and Knowledge °;°:

Data I

Data I
Data Information Knowledge
+ s

Processing Appliéation
e Analysis eMeaning
eReports eRelevance
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Populations and Samples osee
Population: Collection of Sample: Subset of
all possible entities of collection
interest
Described by Parameters Described by Statistics
Statistical Inference
Art and science of using
samples to make
conclusions about
populations.
(X X
T
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Variables and Observations -
o o

*

*

*

*

*

*

Entity Height | Weight Age Sex
(inches) | (pounds) | (years) | (Category)
Person1 67 170 33 Male
Person2 61 120 38 Female
Person3 72 220 62 Male

*

*
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Data Scales

Data are generally classified into four types:

1. Nominal — Categorical data
2. Ordinal — shows ranks, intervals may vary
3. Interval — intervals are constant, arbitrary O

4. Ratio— Numeric data with a ‘real’ 0 value.

Ordinal, Interval and Ratio scales are all Numeric data.




00
000
:.
Types of Data: .
- - - ..:
Time Series and Cross-sectional
Population 1970
Month (Milions) Population GDP Gender
1900 56 Country (Millions) $ Billion Ratio
1910 58 USA 160 575 0.998
1920 60 China 800 155 1.105
1930 65 India 600
1940 76 Nigeria 100
1950 84 Japan 120
1960 95 Canada 30
1970 120 Variable(s) at one point in time
Variable(s) over time across multiple entities
(countries in this case)
o000
3
Numeric Data (Interval or Ratio): -
@
Frequency Tables oo

A Frequency Table showing a classification of the AGE of
attendees at an event.

Relative

Class Frequency  Frequency @ Percent

10to 20 3 0.15 15
20t0 30 6 0.30 30
30t040 5 0.25 25
40to 50 4 0.20 20
500 60 2 0.10 10

20 1.00 100




X
eoeo
oo
°
Frequency Histograms ses
A graphical display of distribution of frequencies
Histogram of Age
8
36
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Developing Frequency Tables -

and Histograms

1.

Sort Raw Data in Ascending Order:
12,13,17,21,24,24,26,27,27, 30,32, 35,
37,38,41,43,44,46,53,58

Find Range: 58-12=46

Select Number of Classes: 5 (usually between 5 and 15)

Compute Class Interval (width): 10 (range/classes = 46/5
then round up)

Determine Class Boundaries (limits): 10, 20, 30, 40, 50
Compute Class Midpoints: 15, 25, 35,45, 55

Count Observations & Assign to Classes
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Bar Charts
State Freq
Obs Age Gender State Salary FL 3
1 25 M FL 25 sc 5
2 28 F sC 36 GA 4
3 31 M GA 44
4 35 F GA 38 Frequency by State
5 36 M SC 56 6
6 38 F FL 68 5
7 42 M SC 79 4
8 51 F FL 64 3
9 55 M GA 88 2 +—
10 61 F FL 71 11—
11 62 M GA 92 0 '
FL sC GA
12 65 F sc 54
(X X
(X X
[ X J [
[ ®
. o000
Categorical Data: oo
L X X )
H o o
Pie Charts
State Freq
Frequency by State
FL 3
sc 5 3, 25%
4,33%
GA 4 OFL
B SC
OGA

5, 42%
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Numeric Data by Category
Average Salary by State, Gender
F M
80.00
FL 66.00 25.00
70.00 -
GA 70.00 74.67 60.00 1
g 50.00
sc 53.67 67.50 5 40.00 -
< EM
F 30.00 -
20.00 -
10.00 |
0.00 A
FL GA sC
000
000
o0
[ ]
- - Ll .
Bivariate Numerical Data se
o o
Scatter Plot
Salary by Age
100
o .
- 80 *
c * * *
§ 60 . * .
2 0 ke
* .
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Age (yrs)
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Two variables, different units -
L) (XX X )
e o
Year co Nox .. .
Total CO and NOx Emissions, United States
1990 154,188 25,527
1991 147,128 25,180 180,000 30’000
1992 140,895 25,261 160,000 1 25 000
1993 | 135,902 25,356 14000 | o0
1994 | 133,558 25,350 é 120,000 4 1 20,000 |§
1995 126,778 24,955 £ 100,000 + g
1996 | 128,859 | 24786 || 2 —=-C0 115,000 2
S 80,000 + e Nox "
1997 | 117,911 24,706 8 60,000 4 110,000 §
1998 115,380 24,347 40‘000 1 L s 000 b4
1999 114,541 22,843 20,000 + s
2000 1 14’465 22’ 599 0 L L L L L L L L L L L L L L L L 0
2001 | 106,263 21,546 1990 1992 1994 1996 1998 2000 2002 2004 2006
2002 109,235 21,277
2003 107,062 20,476
2004 104,892 19,564
2005 102,721 18,947 Source:
http://www.epa.gov/ttn/chief/trends/trends06/nationaltier
2006 100,552 18,226 1upto2006basedon2002finalv2.1.xls
[ X X J
[ X X J
[ X J o
[ ) O
o000
(XY )
XX X )
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Chapter Summary

Categorization: Bar, Pie charts

Distribution: Stem and Leaf, Histogram, Box Plot
Relationships: Scatter Plots, Line Charts
Multivariate: Spider Plots, Maps, Bubble Charts




Contingency Tables

« Chapters Seven, Sixteen, and Eighteen
e Chapter Seven

— Defiition of Contingency Tables
— Basic Statistics

— SPSS program (Crosstabulation)

e Chapter Sixteen
— Basic Probability Theory Concepts
— Test of Hypothesis of Independence

Contingency Tables (continued)

* Chapter Eighteen
— Measures of Association
— For nominal variables

— For ordinal variables




Basic Empirical Situation

e Unit of data.

 Two nominal scales measured for each unit.

— Example: interview study, sex of respondent,
variable such as whether or not subject has a
cellular telephone.

— Objective is to compare males and females with
respect to what fraction have cellular
telephones.

Crosstabulation of Data

* Prepare a data file for study.
— One record per subject.

— Three variables per record: subject ID, sex of
subject, and indicator variable of whether
subject has cellular telephone.

» SPSS analysis

— Statistics, summarize, crosstabs

« Basic information is the contingency table.




Two Common Situations

» Hypothesized causal relation between
variables.

* No hypothesized causal relation.

Hypothesized Causal Relation

e (lassification of variables

— Independent variable is one hypothesized to be
cause. Example: sex of respondent.

— Dependent variable is hypothesized to be the
effect. Example: whether or not subject has
cellular telephone.

e Format convention
— Columns to categories of independent variable
— Rows to categories of dependent variable




Association Study

* No hypothesized causal mechanism.

— Whether or not subject above median on verbal
SAT and whether or not above median on
quantitative SAT.

* No convention about assigning variables to
rows and columns.

Contingency Table

* One column for each value of the column
variable; C 1s the number of columns.

* One row for each value of the row variable;
R 1s the number of rows.

* R x C contingency table.




Contingency Table

» Each entry 1s the OBSERVED COUNT
O(1,)) of the number of units having the (i,j)
contingency.

e Column of marginal totals.
* Row of marginal totals.

Example Contingency Table

(Hypothetical)
Own Cell Male Female Total
Telephone
Yes 60 80 140
No 140 120 260

Total 200 200 400




Example Contingency Table
(Hypothetical)

Entry 60 1n the upper left hand corner
means that there were 60 male respondents
who owned a cellular telephone.

ASSUME marginal totals are known:

THEN, knowing entry of 60 means that you
can deduce all other entries.

This 2 x 2 table has one degree of freedom.

R x C table has (R-1)(C-1) degrees of
freedom.

Row and Column Percentages

Natural to use percentages rather than raw
counts.

— Remember that you want to use these numbers
for comparison purposes.

— The term “rate” 1s often used to refer to a
percentage or probability.

Can ask for column percentages, row

percentages, or both.

— Percentage in the direction of the independent
variable (usually the column).




Relation of Percentages to
Probabilities

ASSUME that the column variable is the
independent variable.

THEN the column percentages are estimates
of the conditional probabilities given the
setting of the independent variable.

The basic questions revolve around whether
or not the conditional distributions are the
same for all settings of the independent
variable.

Bar Charts

Graphical means of presenting data.

SPSS analysis
— Graphs, bar chart.

Can use either count scale or percentage
scale (prefer percentage scale).

Can have bars side by side or stacked.




Generalization of the R x C
contingency table

* Can have three or more variables to classify
each subject. These are called “layers™.

— In example, can add whether respondent is
student in college or student in high school.

Chapter Sixteen: Comparing
Observed and Expected Counts
« Basic hypothesis

 Definitions of expected counts.
* Chi-squared test of independence.




Basic Hypothesis

 ASSUME column variable 1s the
independent variable.

* Hypothesis is independence.

 That is, the conditional distribution in any
column is the same as the conditional
distribution in any other column.

Expected Count

» Basic idea is proportional allocation of
observations in a column based on column
total.

« Expected count in (1, J ) contingency =
E(1,))= total number 1n column j *total
number in row i/total number in table.

» Expected count need not be an integer; one
expected count for each contingency.




Residual

Residual in (1,)) contingency = observed
count in (1,J) contingency - expected count
in (1,J) contingency.

That is, R(1,))= O(1,))-E(1,))

* One residual for each contingency.

Pearson Chi-squared Component

* Chi-squared component for (i, j)
contingency =C(1,j)= (Residual in (i1, j)
contingency)?/expected count in (i, j)
contingency.

* C,j)=(R@.j))*/ E(i))




Assessing Pearson Component

e Rough guides on whether the (1, j)
contingency has an excessively large chi-
squared component C(1,)):

— the observed significance level of 3.84 1s about
0.05.

— Of 6.63 1s about 0.01.
— Of 10.831s 0.001.

Pearson Chi-Squared Test

* Sum C(1,j) over all contingencies.

* Pearson chi-squared test has (R-1)(C-1)
degrees of freedom.
« Under null hypothesis

— Expected value of chi-square equals its degrees
of freedom.

— Variance 1s twice its degrees of freedom




Special Case of 2 x 2

Contingency Table
Status of Column  Column  Total
Row Var On Oft
On A B A+B
Off C D C+D
Total A+C B+D N

Chi-squared test for a 2x2 table

1 degree of freedom [(R-1)(C-1)=1]
Value of chi-squared test is given by
N(AD-BC)?/[(A+B)(C+D)(A+C)(B+D)]

There 1s a correction for continuity




Computer Output for Chi-
Squared Tests

e Qutput gives value of test.
« Asymptotic significance level (p-value)
 Four types of test

— Pearson chi-squared
— Pearson chi-squared with continuity correction
— Likelihood ratio test (theoretically strong test)

— Fisher’s exact test (most accepted, if given.

Example Problem Set

e The independent variable 1s whether or not
the subject reported using marijuana at time
3 in a study (time 3 1s roughly 1in later high
school). The dependent variable is whether
or not the subject reported using marijuana
at time 4 1n a study (time 4 1s roughly in
middle college or beginning independent

living). The contingency table 1s on the next
slide.




Marijuana Use at Time 4 by
Marijuana Use at Time 3
Use at No use at Used at Total

time 4 time 3 time 3

Nouse at 120 9 129
time 4

Used at 95 142 237
time 4

Total 215 151 366

Example Question 1

* Which of the following conclusions is
correct about the test of the null hypothesis
that the distribution of whether or not a
subject uses marijuana at time 3 is
independent of whether the subject uses
marijuana at time 47

 Usual options.




Solution to question 1

 Find the significance level in the chi-square
test output. Pearson chi-square (without and
with continuity correction), likelihood ratio,

and Fisher’s exact had significance levels of
0.000.

e Option A (reject at the 0.001 level of
significance) is the correct choice.

Example Question 2

 How many degrees of freedom does the
contingency table describing this output
have?

* Solution: (R-1)(C-1)=2-1)(2-1)=1.




Example Question 3

Specity how the expected count of 97.8 for
subject’s who did use marijuana at time 3
and time 4 was calculated?

Solution:

Total number using at time 3 was 151.
Total number using at time 4 was 237.
Total N was 366.

Expected Count=151%237/366.

Chapter 2
Describing Data: Graphs and Tables

Basic Concepts

Frequency Tables and Histograms
Bar and Pie Charts

Scatter Plots

Time Series Plots




Basic Concepts 1n Data Analysis

Data, Information, and Knowledge
Populations and Samples
Variables and Observations
Types of Data: Categorical and Numerical

Types of Data: Cross Sectional and Time Ordered

Data, Information, and Knowledge

Information Knowledge

Processing Application
eAnalysis eMeaning
eReports eRelevance




Populations and Samples

Statistical Inference

Sample: Subset of
collection of all possible
entities (observation units)

Data on sample is what is

available.

KNOWN

Statistics are used to
describe samples.
These can vary across

samples.

Statistical Inference is
the art and science of
drawing inferences/
conclusions about a
population of interest.

:e@@@ ‘ @@

Population: Collection of
all possible entities
(observation units)

Data on the whole

» population is usually not
available.

UNKNOWN

Parameters are used to
describe populations.
These are constants for a
population.

Variables and Observations

Entity Height |Weight |Age |Sex
(inches) | (pounds) | (years)| (Category)
Person 1 67 N\ 170 33 Male
Person 2 61 0 38 Female
Person 3 72 220 62 Male
AN




Types of Data: Categorical and Numerical
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| 1 |Age Gender State Children  Salary Opinion
| 2 [Mi i 1 65,080 Strongly Agree
13 | 2 320 Neutral
| 4 | 46,00 Agree
| 5 | 3\ 52,00 Agree
| 6 | 0 \ 36,000\ Strongly Disagree
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Types of Data: Cross-sectional and Time Ordered

Period Plant 1 Plant 2 Plant 3 Plant 4

Jan 4——  (Cross Sectional Data ——»

Feb T
Mar

Apr Time
Ordered
May Data

Jun
July l
Questions
What was the absenteeism at Plant 1 in Jan. 1998?
Was the annual absenteeism the same for all plants?

Was absenteeism stable at plant 1 during 1998?




Frequency Tables

A Frequency Table showing a classification of the AGE of attendees at an event.

Relative

Class Frequency Frequency Percentage
10 but under 20 A5 15
20 but under 30 30 30
30 but under 40 25 25
40 but under 50 20 20
50 but under 60 10 10
Total 20 1 100,
Frequency Histograms
A graphical display of distribution of frequencies
Histogram
7 6
6 5
o
c 5 4
5 4 3
o 3 2
()
- 2
[T
1 0
0
15 25 36 45 55 More




Developing Frequency Tables and Histograms

Sort Raw Data in Ascending Order:

12, 13, 17, 21, 24, 24, 26, 27, 27, 30, 32, 35, 37, 38, 41, 43, 44, 46, 53, 58
Find Range: 58-12=46
Select Number of Classes: 5 (usually between 5 and 15)

Compute Class Interval (width): 10 (range/classes = 46/5 then round up)
Determine Class Boundaries (limits): 10, 20, 30, 40, 50

Compute Class Midpoints: 15, 25, 35,45, 55

Count Observations & Assign to Classes

Bar and Pie Charts

Displaying Categorical Data

Investment Category

Stocks
Bonds
CD
Savings
Total

Amount

46.5
32

15.5
16
110

\

Percentage

(in thousands $) [ Savings 15%
42.27
e [Stods42%_
14.09

14.55

Amountin K$




Side by Side Chart

Displaying Categorical Bivariate Data: Contingency Tables and Side-

by-Side Charts

Comparing Investors

30 40 50 60

W Investor A

O Investor B

O Investor C

Scatter Plot for bivariate numerical data

Shows relationship between two variables.

Can one be used to predict the other?

Sales for the last 120 months

Sales Vs. Years Experience

(o]
o

D
o
*
<
*
*
<
<
*

Sales (in Ks)
NS
o o

o

0 10 20 30

Experience (in Years)

Time (month #)

0)
b4

£ —NSA
[}

K —SA
©

(72}

Time-Series and Regression Analysis are
used to predict one variable’s value based
on the other. Correlation analyses is used
to measure the strength of linear
relationship among two variables.




Box-and-Whisker Plots

Step 1 — Order Numbers

12,13, 5, 8, 9, 20, 16, 14, 14,6, 9, 12, 12

1. Order the set of numbers from
least to greatest

5 6,8,9 9 12,12, 12, 13, 14, 14, 16, 20




Step 2 - Find the Median

5,6,8,9,9 12,12, 12, 13, 14, 14, 16, 20

Median
12

2. Find the median. The median is
the middle number. If the data has
two middle numbers, find the mean
of the two numbers. Whatis the
median?

Step 3 — Upper & Lower Quartiles

5,6,8,9, 9, 12,12, 12, 13, 14, 14, 16, 20

lower median upper median

8.5 Median 14
12

3. Find the lower and upper
medians or quartiles. These are

the middle numbers on each side
of the median. What are they?



Step 4 — Draw a Number Line

Now you are ready to construct
the actual box & whisker graph.
First you will need to draw an
ordinary number line that
extends far enough in both
directions to include all the
numbers in your data:

-+ttt
10 12 14 16 18 20 22

Step 5 — Draw the Parts

Locate the main median 12 using
a vertical line just above your
number line:

10 12 14 16 18 20 22




Step 5 — Draw the Parts

Locate the lower median 8.5

and the upper median 14 with
similar vertical lines:

1 1 1 1 1 1 1 L1l 1l Ll

4 6 8 10 12 14 16 18 20 22

Step 5 — Draw the Parts

Next, draw a box using the
lower and upper median lines
as endpoints:

|||




Step 5 — Draw the Parts

Finally, the whiskers extend out

to the data's smallest number 5
and largest number 20:

Step 6 - Label the Parts of a Box-and-
Whisker Plot

Lower Quartile Median Upper Quartile
Upper Extreme

Name the parts of a Box-and-Whisker Plot




Interquartile Range

a
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WORKING W
FORMATTING
CONDITIONA
TO INSERT R
EDITING - Fl
SORTING.....
CELL REFERE
FUNCTIONS.
FUNCTION A
SHORTCUT K

The interquartile range is
the difference between the
upper quartile and the
lower quartile.
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=3 copy -~
f Format Painter /B I U 'H'H&"é" =
lipboard IF] Font Theme Colors

H EEENEN
- ( s ‘

Calibri -l - |lAR |

IE

(i
o
8
2

B 7 U@ %
I Font Theme Colors
H EEENEN

AL v (> |

Standard Colors
| | | EEEER

| | noFin

Standard Colors
HE EEEEE
| | NoFill

35 More Colors...

42 More Colors...

TO CHANGE THE
Select the cell or cells
Left-click the drop-do
the Text Color comma
‘will appear.
‘Select a color from the

¢ ’
.
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Conditional | Format Cell
Formatting ~ as Table ~ Styles ~

Highlight Cells Rules »

Top/Bottom Rules

Data Bars

Color Scales

Icon Sets

Mew Rule...
Clear Rules

Manage Rules...

—

} Conditional | Format  Cell
|Formatting - as Table - Styles~ |

Insert Delete Format

Cells

il —il Highlight Cells Rules »

@] Top/Botiom Rules  »

Sl

E_I Data Bars »

—= | Color Scales »

i= | Icon Sets »

[Z/ | NewRule..
|[Z  CearRules » |

Clear Rules from Selected Cells

| ]| Manage Rules... Clear Rules from Entire Sheet
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New Formatting Rule Conditional Formatting Rules Manager

Select a Rule Type:

Shon fomattng ues or: | current Selection -l

» Format all cells based on their values

» Format only cels that contain | ) New Rule... _S}Editllule... ] ‘ >( Dekete Rule ] ¢ E]
» Format only top or bottom ranked values
» Format only values that are above or below average Rule (appiedin order shown) ~ Format Appiies to StopIfTrue

» Format only unigue or duplicate values
» Use a formula to determine which cells to format

Battom 10 AaBbCcYyZz ) =shst

T Bz s

Edit the Rule Description:

Format values that rank in the:

El 10 [T % of the selected range

o J[ ol |[ wav |

TO APPLY NEW FOR
Click the Conditional F
- command. Select New

the menu. There are d

‘rules, you can apply t
" differentiate particula

¢ ’
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FEIREEIEEEL
» ¥ |0 ‘ & Fill - Z

Format  Cell ’ Insert l Delete Format ) Sort & Find &
as Table ~ Styles = - - - 2 Clear ~ Filter = Select~

Styles “a | Insert Cells... L Editing

U mao

i

Insert Sheet Rows
M N Insert Sheet Columns R S

C U

Insert Sheet

-~ TO INSERT RO
. Select the row belo
_Click the Insert co

appear.

To Insert Colu
~Select the column to
" Click the Insert com

will appear.
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- SOLTING

Z AutoSum ~

8] Fill -

2 Clear~
SortAtoZ
SortZto A
Custom Sort...

Filter

X AutoSum ~

@] Fill -

2 Clear~

Edi Sort AtoZ
SortZto A
Custom Sort..,
Filter

(RN AR Rs]
N0 B W e D
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: _CELL REFERENCING

" RELATIVE REEBERENEE

| IN CELL (C1) SUM FUNG

THEN FUNCTION FROM
WHEN THE POSITION O
1.(C1) TO (D3), THEN THE
FROM (A1,B1) TO (B3,C

MS EXCEL 15-08-2020

| IN CELL (C1) SUM FUNC

THEN FUNCTION FROM
WHEN THE POSITION O
| TO (D3),THEN THE ABS
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[ IN CELL (C1) SUM FUNG

THEN FUNCTION FROM
'WHEN THE POSITION O
|i(c1) TO (D3), THEN RO
TO 3) BUT COLUMN RE

MS EXCEL

23/06/1993
10/01/2013
FUNCTIONS
= DATEDIF(B1,B2,"D")
=DATEDIF(B1,B2,"M")
= DATEDIF(B1,B2,"Y")

TODAY'S DATE
RESULTS
NO. OF DAYS 7141
NO. OF MONTHS

NO. OF YEARS

, MNO. OF YEARS = DATEDIF(B1,B2,"Y")
Y MONTHS OF YEAR =DATEDIF(B1,B2,"YM"}
DAYS OVER MONTH —DATEDIF(B1,B2,"MD")

“D”- DAYS _
“M”- MONTHS
L “Y”- YEARS
“YM”- MONTHS
““MD”- DAYS O

MS EXCEL

- CELL LEFERENCING

15-08-2020

This says that |

am 19 years 6

months & 18
days old

15-08-2020



- FUNCTIONS

B
3
7
4
1
8
6
2

FUNCTION RESULT
— SUMIF{A1:A7,"<5") 10
16

MS EXCEL 15-08-2020

- FUNCTIONS

© IE_ FUNCTII@N

"'”FALSE”]
| "'”FALSE”]

= IF{A2>=5,20,10
=|F{A2<=5'I|AI|’IIBI|
=IF{A2>5'I|AI|’I|BI|}

IN COLUMN B DIFFERENT CONDITIONS ARE USED
AND BASED ON THIS, IN COLUMN C DIFFERENT
RESULTS ARE SHOWN

MS EXCEL 15-08-2020




- COUNT FUNCITIONS

B

FUNCTIONS RESULT
= COUNT(A1;A10)
_COUNTA(A1:A10)

= COUNTBLANK(AL:A10)
—COUNTIF{A1:A10,"<=5")

COUNT NO. OF
CELLS THAT
MEET GIVEN

- CONDITION.

COUNT CELLS COUNT CELLS
THAT ARE'NOT THAT ARE
. EMPTY. _ BLANK.

MS EXCEL 15-08-2020

B C D
LOWER UPPER  PROPER

FUNCTION FUNCTION FUNCTION

SmaRt smart SMART Smart
BeautiFul  beautiful BEAUTIFUL Beautiful
Dashing dashing DASHING Dashing
GorgeQOus ~ gorgeous GORGEQUS Gorgeous

PerfEct perfect PERFECT Perfect
ExcellEnt  excellent EXCELLENT Excellent
AwesOme awesome AWESOME Awesome

|BONJO‘|U’1-I>-UJI\JI—"

TO CONVERT TEXT
FROM SMALL TO .
CAPITAL. -

~ TO CAPITALISED
EACH WORD OF .
TEXT.
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- TEXT FUNCTIONS

c D
LEFT RIGHT MID
FUNCTION FUNCTION FUNCTION

2 =LEFT(A,,3) =RIGHT(A,,3) =MID(A,,2,3)
3 smart sma art mar
4 | beautiful bea ful eau
5 | dashing das ing ash
6 gorgeous gor ous org
7 | perfect per ect erf
2 | excellent exc ent xce
9 |awesome awe ome wes

RETURN CHARACTER
FROM MIDDLE OF
 TEXT,GIVENA

STARTING POSITION.

RETURN SPECIFIED
NO. OF CHRACTER.
FROM END OF TEXT.

MS EXCEL 15-08-2020

- OTHER FUNCTIONS

=TODAY|)

=M0D(7,3)

=[EN(AL)

= SUM(2,3)
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TUNCTION AUDITING
" TRACE PRECI
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HIDE THE
- UNHIDE T
HIDE THE
UNHIDE T
SELECT A

0
oo
3 [C
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o
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<=
d
0
0
a
S
Q
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| sHORTCUT KEYS

DOWN FI
RIGHT FI

-
Q-
S (1€ R
0
o
Q-
A
=
0
a
a
S
0
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APPLIES N
* APPLIES C
APPLIES P
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- APPLIES T

COoOUCUOCcOOOD .

i

MS EXCEL 15-08-2020




Frequency Distributions

Frequency Distribution

« Atable that organizes data values into classes or
intervals along with number of values that fall in
each class (frequency, f).

. Ungrouped Frequency Distribution — for data
sets with few different values. Each value is in
1ts own class.

2. Grouped Frequency Distribution: for data sets
with many different values, which are grouped
together in the classes.

Grouped and Ungrouped
Frequency Distributions

Ungrouped Grouped
Courses Frequency, f Age of Frequency, f
Taken Voters
1 25 18-30 202
2 38 31-42 508
3 217 43-54 620
4 1462 55-66 413
5 932 67-78 158
6 15 78-90 32




Ungrouped Frequency Distributions

Number of Peas in a Pea Peas per Freq,
Pod pod Freq, f Peasper pod f
Sample Size: 50 ) )
5 5 4 6 4
3 7 6 3 5 2 2
6 5 4 5 5 3 5
6 2 3 5 5
4 9
5 5 7 4 3
4 5 4 5 6 S 18
5 1 6 2 6 6 12
6 6 6 6 4
7 3
4 5 4 5 3
5 5 7 6 5

Graphs of Frequency Distributions:
Frequency Histograms

Frequency Histogram
* A bar graph that represents the frequency distribution.

* The horizontal scale is quantitative and measures the
data values.

* The vertical scale measures the frequencies of the
classes.

S

* Consecutive bars must touch.

, frequency

data values
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Frequency Histogram

Ex. Peas per Pod

Number of Peas in a Pod
Peas per pod | Freq, f
1 1 20
2 2 “ 15
>
o
3 5 g 10
(o2
Q
4 9 £ 5
5 18 0
6 12 1 2 3 4 5 6 7
Number of Peas
7 3

Relative Frequency Distributions and
Relative Frequency Histograms

Relative Frequency Distribution

» Shows the portion or percentage of the data that falls
in a particular class.

relative frequency = class frequency _ f

Sample size n

Relative Frequency Histogram

Has the same shape and the same horizontal scale as the corresponding frequency
histogram.

The vertical scale measures the relative frequencies, not frequencies.

232




Relative Frequency Histogram

Relative
Cotinine  Frequency
0-99 28%
100-199 30%
200-299 35%
300-399 3%
400-499 5%

40%

N
(=]
>~

20%

10%

Relative Frequency

0% +

Has the same shape and horizontal scale as a histogram, but the vertical scale
is marked with relative frequencies.

9 09 09 09 09 o9
O 7 7 7 o7 o

Cotinine Levels of Smokers

Grouped Frequency Distributions

Grouped Frequency Distribution

For data sets with many different values.
Groups data into 5-20 classes of equal width.

Exam Scores

Freq, f

Exam Scores | Freq,f || ExamScores | Freq, f
30-39 30-39 1
40-49 40-49 0
50-59 50-59 4
60-69 60-69 9
70-79 70-79 13
80-89 80-89 10
90-99 90-99 3




Grouped Frequency Distribution Terms

Lower class limits: are the smallest numbers that can actually belong to different
classes

Upper class limits: are the largest numbers that can actually belong to different
classes

Class width: is the difference between two consecutive lower class limits

235

Labeling Grouped Frequency
Distributions

Class midpoints: the value halfway between LCL and UCL.:

Class bounddrRWEE Glass ot (UPRenElass oD  cr
2

(Upper class limit) + (next Lower class limit)
2




Constructing a Grouped Frequency
Distribution

I. Determine the range of the data:
= Range = highest data value — lowest data value
= May round up to the next convenient number
2. Decide on the number of classes.

= Usually between 5 and 20; otherwise, it may be
difficult to detect any patterns.

3. Find the class width:

. range

class width =
number of classes

" Round up to the next convenient number.

237

Constructing a Frequency Distribution

4. Find the class limits.

= Choose the first LCL: use the minimum data
entry or something smaller that is convenient.

= Find the remaining LCLs: add the class width to
the lower limit of the preceding class.

= Find the UCLs: Remember that classes must
cover all data values and cannot overlap.

5. Find the frequencies for each class. (You may add a
tally column first and make a tally mark for each
data value in the class).
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“Shape” of Distributions

Symmetric

« Data is symmetric if the left half of its histogram is
roughly a mirror image of its right half.

Skewed

* Data is skewed if it is not symmetric and if it
extends more to one side than the other.

Uniform

« Data is uniform if it is equally distributed (on a
histogram, all the bars are the same height or
approximately the same height).

The Shape of Distributions

Symmetric Uniform

w} —_— w0
Iy

is
30
AR T B | N i

2s.
20.
15
10
[ 3 —

13 0§ 2% 0 oS

Skewed left )
Skewed Right

gusys

15+
104
st




Outliers

Outliers

« Unusual data values as compared to the rest of the set.
They may be distinguished by gaps in a histogram.

Section 2.2

More Graphs and Displays
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Other Graphs

Besides Histograms, there are other methods of
graphing quantitative data:

*  Stem and Leaf Plots
* Dot Plots

 Time Series

Stem and Leaf Plots

Represents data by separating each data value into
two parts: the stem (such as the leftmost digit) and
the leaf (such as the rightmost digit)

Stem-and-Leaf Plot
Stem (tens)

Leaves (units)

6
7
8
9
10
11
12

Larson/Farber 4th ed.
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0111
0011
0024

<« Values are 64,
2334444555555666778899 64, 69.

122233346899

<« Value is 120.

244




Constructing Stem and Leaf Plots

» Split each data value at the same place value to form
the stem and a leaf. (Want 5-20 stems).

* Arrange all possible stems vertically so there are no
missing stems.

*  Write each leaf to the right of its stem, in order.

* Create a key to recreate the data.

*  Variations of stem plots:

1.
2. Back to back stem plots.

Split stems

Larson/Farber 4th ed. 245
Number of Text Messages Sent Number of Text Messages Sent
718 Key: 15|5 = 155 71 8 Key: 15/5 = 155
o g8 Include a key to identify
g 9 the values of the data.
10 | 58999 10 | 58999
11 | 6422889378992 11 | 2223467888999
12 | 962621626314496 12 1 112223446666699
131 0993423 13 1 0233499
14 | 4520587 14 | 0245578
15|59 15 |1 59

Unordered S5tem-and-Leaf Plot

Larson/Farber 4th ed.

Ordered Stem-and-Leaf Plot
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Dot Plots

Dot plot

* Consists of a graph in which each data value is
plotted as a point along a scale of values

@ o 00000000000 4
) L .’...O.....’.O.. L] .., LK : : Q
60 10 80 90 100 110 120

Movie Length (min)

Time Series
(Paired data)

Time Series
* Data set is composed of quantitative entries taken at
regular intervals over a period of time.
= e.g., The amount of precipitation measured each
day for one month.

* Use a time series chart to graph.

>

Quantitative
data

/\#

time

248
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Time-Series Graph

Number of Screens at Drive-In Movies Theaters
2500 T
2000 +
1500 +

1000 +

—— —

Number of Screens at
Drive-In Movie Theaters

500 1

0
P 5 0\ a 0\“3 0\°‘ QQ
\o\“o 0\"0\0\‘\7\0\"‘ \0\"‘\0\"‘\0\0‘ \Q"\\o\"‘ oo ool 1S

Yo r

Ex. www.eia.doe.qov/oil gas/petroleum/

Graphing Qualitative Data Sets

Pie Chart = 2=l
* A circle 1s divided into sectors =
that represent categories. %
N

Pareto Chart

A vertical bar graph in which the height of each bar
represents frequency or relative frequency.

Frequency

Categories

Larson/Farber 4th ed. 250



http://www.eia.doe.gov/oil_gas/petroleum/

Constructing a Pie Chart

* Find the total sample size.

« Convert the frequencies to relative frequencies (percent).

Marital Status Frequency,f Relative frequency (%)

(in millions)

55.3
Never Married 55.3 519.7 ~0.25 or 25%
Married 127.7 127.7 ~
219.7
Widowed 13.9 139
1dowe ) 219.7
, 228
Divorced 22.8 5107
Total: 219.7

251

Constructing Pareto Charts

* Create a bar for each category, where the height of the
bar can represent frequency or relative frequency.

* The bars are often positioned in order of decreasing
height, with the tallest bar positioned at the left.

14000
1200

Y
x S
S s
S 8

Frequenc




Boxplots

* Another way to graph the distribution of a
numerical variable is through a boxplot (aka box-
and-whisker plot).

* A boxplotis a visual representation of the five-
number summary of the distribution of a
numerical variable. This consists of:

— The minimum value of the distribution
— The first quartile

— The median

— The third quartile

— The maximum value of the distribution

Steps to Make a Boxplot

1) Draw a central box (rectangle) from the first
quartile to the third quartile

2) Draw a vertical line to mark the median

3) Draw horizontal lines (called whiskers) that
extend from the box out to the smallest and
largest observations that are not outliers

4) If there are any outliers, mark them
separately




* Let’s go back to our Chris Johnson example.

* Let’s reexamine his rushing attempts, along with
other key data.

-3 3 -2 0 0 2 4 4 4 4 6 6 11 16 57 91
0;=0 M=4 Q;= 85 IQR= 85
Outliers of 57 and 91

Now let's look at the boxplot of this data.

0 20 40 €0 B0 100




Let’s now go back to our Tom Brady example.

Here were his passer ratings, along with other
key data we calculated.

629 79.6 587 934 1483 57.1 1244 78.9
70.8 1439 933 613 636 916 621

Are there any outliers?
@ — 1.5I0R Q; + 1.5IQR

62.1 —1.5(31.3) = 15.15 93.4+ 1.5(31.3) = 140.35

The observations 143.9 and 148.3 are outliers.

...and the boxplot

&1 W) 10 120 140 1610




Comparing Distributions

 When asked to compare two distributions, you
must address four points:

— The shape
— The outliers
— The center

— The spread

* Think of the acronym SOCS to help you remember
what to address.

* The shape of a distribution may be difficult to
determine from a boxplot.

* Try comparing the distance from the median
to the minimum and maximum values to
determine if a distribution is skewed or
roughly symmetric.

* You will not be able to tell if a distribution s
unimodal from looking at a boxplot.




* Here are boxplots for the number of runs
scored in the AL and in the NL during 2008.
(Note: the plots are on the same scale for
comparison purposes.)

&0 650 700 750 o900 &0 am

Shape

The AL distribution is skewed slightly left (the
left half of the distribution appears more spread
out).

The NL distribution is approximately symmetric.




Quitliers

Neither distribution contains an outlier.

Center

Typically, teams score more runs in the AL
because the median for the AL distributionsis
higher than the median for the NL distributions.




]
—
—
——

Spread
* The AL distribution is slightly more spread out

because it has both a larger range and larger
IQR.

* Thisindicates there is more variability among
AL teams and more consistency among NL
teams.

Using the T1-84 to Make Graphs and
Calculate Summary Statistics

e Asfun asitis to calculate everything by hand,
the TI1-84 calculator can do many of our
calculations for us.

* The calculator can create boxplots,
histograms, and calculate summary statistics.

Let's give it a
|
shot! .




Boxplot

e Let’s use our 2008 run data.
e Here are the numbers:
AL runs scored:

782 845 811 805 821 691 765 829 789
646 671 774 901 714

NL runs scored:

720 753 855 704 747 770 712 700 750
799 799 735 637 640 779 641

Write these numbers down or open to pg 120!

* The first thing we have to do is store this data
as a list.

* Press STAT and choose the first option EDIT

e Enterthe 14 AL data values in L1 and the 16
NL valuesin L2




Now we are going to set up the boxplot. Exit back into the
home screen.

Then press STAT PLOT (2" and y=).
Choose Plotl. Then, turn Plotl on.

Scroll to Type and choose the boxplot icon (with outliers).
It is the first option in the second row.

Enter L1 for Xlist.
Enter 1 for Freq. Choose a mark for outliers.

-
"
]
-, -~
-
.~
-
r
-
>
-~

D
4F -

o
kLt P '
2iPlot2. 0ff fvrells G >
B L) S Mlistzly

S:P1ot3. 0ff Freqg:l
_’ﬂ"__'_‘L:’- | - Mark: n +
4P lotsOf f '.

Now we will display the graph. Press ZOOM.
Then select option 9: ZOOMSTAT. Press enter.

Press TRACE and scroll around to see different
statistics for the distribution.

il MEMORY 5 r

sTclecimal :

.'5_12:.5:&:-339 p

63 ZStandar

5221r19

g Z2Integer '
ZoonStat I

MiZoon it z




* To see the boxplot for the NL distribution at
the same time:

* Go back into STAT PLOT and turn on Plot2.
Repeat the steps, but enter L2 for Xlist. To do
this, scroll down to Xlist. Then press 2nd-2
(you will see the L2 button on top of the
number 2).

PPT is not Available in LMS for some
lectures is missing




Applied Biostatistics

Lecture no 44

Quantiles

The Mean and Median are Special
cases of a family of parameters
known as location parameters.

Other location parameters which
help us to determine the position
of a particular observationsin a
data are called Measures of

These Measures of Position
when help us to divide the
sample data into n equal
parts, or divide the
probability distribution into
contiguousinterval with
equal probabilities are called

No Skew Right SkQU INTILES. Left Skew
5- — 61 64 m—
= 41 > o i » 91
e g 41 g 4
@ 39 @ o
3 2 3
T T 37 T 34
£ 24 £ £
i L - Lo
11 1+ 14
400 600 800 1000 1200 400 600 800 1000 400 600 800 10.00
[Mean = Median = Mode| | Mean|
[Median| |Median|
[Mode] Mode




q - quantiles are such q - 1 values
that partition a finite set of data Quantiles
into q subsets of equal sizes.

These Quantiles are also called Deciles
Cut-points. The most simplest

and well known cut-pointis

Median.

Percentiles

In an array the Quartiles
are 3 cut-points that

. | - divides the values into 4

Denoted by Q,

Q- th :!m‘ﬁy

@ = (1(n+1)) Value

25% 50% 75% 100% 2 (ﬂ_ + 1)
Q Value

https://www.mathplanet.com/education/pre-
algebra/probability-and-statistic/stem-and-leaf- (3 (1‘1 + 1) ) Val
ue

Quantiles

I_ Divide in 4
equal parts

o
=
e
%
(]
]
3
L
I

- upper extreme

LQ

-+ median

2
X

plots-and-box-and-whiskers-plot




Method for Determining Quartiles.

Step 1: Arrange the data in ascending order.

Step 2: Assign an index to each data point.

Step 3: Find the position of the respective Quartile using
following formuI(.

kn+ 1D\
2 Value k=1273

Step 4: Identify the value of the quartile.

=

a) If a quartile lies on an observation (i.e. if its position is a whole
number), the value of the quartiles is the value of that
observation. For example, if the position of a quartileis 20, its
value is the value of the 20t observation.

b) If a quartile lies between observations, the values of the quartileis
the value of the lower observation plus the specified fraction of
the difference between the observations. For example, if the
position of a quartile is 20, it lies between the 20t and
215t observations, and its value is the value of the
20t observation, plus ¥ the difference between the value of the
20th and 245 observationss/dsepdiss1978/lesson2/section7. htm#TXT27

n Example
0 1(9+1)) Value = (25) vae 35 35, 37, 40, 43, 56, 58, 58, 60

n=9
0 2n+ D\ Val
= alue
: 4 LQ=3023T-3¢ UQ=58+58_ o
th 2
2941
Q. = ( I )) Value = (5) ™ value {} &
(35, 35, 37, 40, ) 43, (56, 58, 58, 60)
3n+1D\" |
Qa = 4 Value median
th
4(9+1
Q3= ( ( 2 )) Value = (7.5)" value

https://www.mathplanet.com/education/pre-
algebra/probability-and-statistic/stem-and-leaf-
plots-and-box-and-whiskers-plot




I5% 250 ) 15% | 5%

Ll

L2 iy
{4} Unifarm

LA+ 1
) Bzl shapad

25% | I5% 5% I5%

@

http://www.brainfuse.com/curriculumupload//1363810898934.html

Qs

{2} Right skewad

Qo
(d) Left skewed

Quantiles

} Quartiles

Deciles

Percentiles

I

Divide in 4 equal

parts

I— Divides the data
into 10 equal

parts

0o 10% 20
& L

% 30% 40% 50% 60%  T0%
1

80%  90%

nttp://dieumsnh.gfb.umich.mx/estadistica/deciles.htm

—
p b D, D, DL D, D D D

6

9

In an array the Deciles are
9 values/cut-points that
divides the values into 10
equal parts.

Denoted by D,
k = the k-th value

k(n+ 1)\
Dy, = 10 Value

10
th
(S(n A 1)) Value

m+ D\
100% Dy = Value

Ds

10

9(n+1)\"
Dg = 10 Value




In an array the Deciles are
Quantil .
e 9 values/cut-points that
1 i ] divides the values into 10
' Quartiles ‘ Deciles Percentiles ‘ equal parts.
. Denoted by D,
R T Divides the data
into 10 equal
parts parts k = the k-th value
A _ b _ k(n+1)mVl
Qtidecne = 10 | aliue
vy ((n+ 1))“‘
2nd decile Dy = | Value
15t decile * 10
l \ b (SEDN"
~ 5 = T ] ailue
i 10 2‘0 I 30 40 50 ] 9n+1) =
Mark (out of 60) g = 0 Value
http://lwww-ist. massey.ac.nz/dstirlin/cast/cast/scentre/centre5.html

Applied Biostatistics
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Quantiles - Il

In an array the Percentiles
are 99 values/cut-points

. 1 1 that divides the values into
‘ Quartiles ‘ Deciles 100 equal parts.

I— L I—Divides the data I— Divides the data DenOted by Pk
Divide in 4 equal

R into 10 equal into 100 equal

parts RIS k = the k-th value

Quantiles

Percentiles

Given a set of n observations x;, x5, ...x,. the pth percentile P is the
value of X such that p percent or less of the observations are less than P
and (100 — p) percent or less of the observations are greater than P.

P—‘k[""”) mvx k=1273,..99
e = 100 | alue =1,273,..,

Quantiles - Il

Given a set of n observations x;, x5, ...x,, the pth percentile P is the
value of X such that p percent or less of the observations are less than P
and (100 — p) percent or less of the observations are greater than P.

P k(nﬂ)lmvz k=123 .99
=|—] =1,23,..,9
K 100 ) ~*HE S e

| 1 | 1 I 1T 1T 1 | 1 1 1 1
Percertile 1 5 10 20 30 40 50 BOOYO0 @l a0 95 99

http://grants.hhp.uh.edu/MLaughlin/PEP6305/Topic %20005%20Normal%20Distribution.htm




Quantiles - Il

Quantiles are more
robust and less
susceptible than mean if
there are outlying
observations in the data,
or our frequency @&
distribution is Right or
Left Tailed. |

Quantiles of a random
variable are preserve
under monotonic ¢
transformation.

Standardized test result
use percentiles.

Quantiles - Il

Q1 = Pyg
QZ = .Ds = Pso = Median
Q3= Pys
Dy = Py
END
D, = Py

&
I
A
(=]




Applied Biostatistics

Examples of
Quantiles

Examples of Quantiles

Quartiles Deciles Percentiles

Steps for the Calculation of Percentiles:
Step 1: Order the data into Ascending order.
Step 2: Assign an index to data point

"k(n+ 1)
Step 3: Calculate P.= |—

th
) Value k=12,3,..,99

Step 4: A data point that corresponds to the index
calculated
at Step 3 will be a required percentile.




Examples of Quantiles

GRF Measurements When Trotting of 20 Dogs with a Lame Ligament

14.6 243 24.9 27.0 27.2 274 28.2 28.8 29.9 30.7
31.5 31.6 32.3 32.8 33.3 33.6 34.3 36.9 38.3 44.0

The effect of velocity on ground reaction forces (GRF) in dogs
with lameness from a torn cranial cruciate ligament. The dogs
were walked and trotted over a force platform, and the GRF was
recorded during a certain phase of their performance. Given 20
observations show the mean of five force measurements per dog
when trotting.

Examples of Quantiles

GRF Measurements When Trotting of 20 Dogs with a Lame Ligament

14.6 24.3 24.9 270 272 274 28.2 28.8 29.9 30.7
31.5 31.6 32.3 32.8 33.3 33.6 34.3 36.9 38.3 44.0

25(20 + 1)
Pys = (—

Py = (5.25)t" value = 5thvalue + 0.25 (6t — 5t7)

Pz =27.2+0.25(274 —27.2) = 27.25

_ (50(20+1)
Pso = ( 100

P, = (10.5)™ value = 10*"value + 0.5 (11" — 10%*7)
Py = 30.7 + 0.50 (31.5 — 30.7) = 31.1

Prs =

Py = (15.75)t" value = 15 value + 0.75 (165" — 15t%)
Py = 33.3+0.75(33.6 — 33.3) = 33.525

th
) Value = (10.5)t* Value

TE(2041)
100

th
) Value = (15.75)t" Value




Examples of Quantiles

GRF Measurements When Trotting of 20 Dogs with a Lame Ligament

14.6 24.3 24.9 270 272 274 28.2 28.8 29.9 30.7
315 31.6 32.3 32.8 333 33.6 343 36.9 38.3 44.0

P25 — Ql — 25.25

This value shows that in our data 25% i.e. 5 dogs have their GRF
measurements less than 25.25 Newtons, and 75% i.e. 15 have their
GRF measurements above 25.25 Newtons

PED — Qz — 31.1

This value shows that in our data 50% i.e. 10 dogs have their GRF
measurements less than 31.1 Newtons and the rest of the 50% have
their GRF measurements above 31.1 Newtons

P?E — Q3 — 33.525
This value shows that in our data 75% i.e. 15 dogs have their GRF

measurements less than 33.525 Newtons and the rest of the 25%
have their GRF measurements above 33.525 Newtons

Examples of Quantiles

In a similar way one &
can calculate deciles, =
and other Quantile / I
cut points.
=ND Quantiles also help us
to determine the
location and spread of
the distribution.
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Measures of Dispersion

P

i "
l Descriptive J I Inferential ]

i i
Graphical Numerical
Measures Measures

|
i s
Frequency Summary
Distributions Measures

| ] ~ 1
Measures of
Central

Tendency )

Measures of
Dispersion

- - fon
Mean J Median Mode

Measures of Dispersion

Dispersion is defined as the extent to which the
observations in the dataset are spread away from
the central value.

Measures of Dispersion are the methods that
convey information regarding the amount of
variability present in the set of data.

If all the values in the data are the same then
there is no dispersion.

Other terms used synonymously with dispersion
includes variation, spread and scatter.




Measures of Dispersion

Fasting Plasma Glucose levels of 7 individuals in
two groups are given.

Yh.x; 700

X ./ ?=M=E=1BD
100 120 n 7

110 105

90 80

105 100

95 95

101 103

99 97

Measures of Dispersion

« The dispersion in a set of data is the variation
among the set of data values.

* It measures whether they are all close together, or
more scattered.

|I|_“_”|_I| T T |’_‘,|_I IHI IDI T T
2 4 6 8 10 12 14 16 2 4 6 8 10 12

Report follow up time (days) Report follow up time (days)




Measures of Dispersion

Population A

u
Two frequency distributions with equal means
but different amounts of dispersion.

Measures of Dispersion

Polyphenol Oxidase activity

PPO

YPC = Yellow Pigment Content.

®  Trivicunt rgicm
¢ Synthetics
®  Aegilops tauschin
12 4 *  Trinicum aestivam
_A
2
bb 3 - '~.. ¢
E : .
U . L)
~
~ 44 e M v
';.‘I/. .
Foln*" oY e . -
B % :. - s
3 * -
0 I » 1 . 1 o 1 ¢ 1
0 100 200 300 400

PPO (A, min".g".107)

Li F. Y et al (2015), “Polyphenol oxidase activity and yellow pigment content in Aegilops tauschii, Triticum Turgidum, Triticum
aestivum, syntehtic hexaploid wheat and its parents.” Journal of cereal sciences (65) pp 192 — 201.




Measures of Dispersion

Y

Measures of
Dispersion

{ ™ ™y
Absolute Relative
Measures of Measures of

Dispersion Dispersion
Measures which are Measures which are
expressedin terms of the expressedin terms of the
same units as the original ratios and percentages
data are termed as these measures are
Absolute Measures of independent of the units
Dispersion. of measurementand

termed as Relative
Measures of Dispersion.

Measures of Dispersion

Each absolute measure
of dispersion can be
converted into its
relative measure.

Relative measure of = _ |

END dispersion are used to.:/ |
make comparisons |
between different / /,
datasets, wrespectwe
of their units of
measurements.
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Absolute
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Absolute Measures of Dispersion - |

Absolute Measures of
Dispersion are of
different types.
 Range

* Quartile Deviation j

e Mean Absolute
Deviation

« Standard Deviatib,n,,
and Variance 7




Absolute Measures of Dispersion - |

Range

Range is defined as the difference between the maximum and the
minimum value in the data.

Itis sensitive to only the most extreme values in the list. The range of
a listis 0 if and only if all the data-pointsin the list are equal.

Range = x,, — x,
X = Maximum value

X, = Minimumvalue

o1 Wﬂﬂﬂﬁ

I
4 < »16 Days
Range

Absolute Measures of Dispersion - |

Example:

GRF Measurements When Trotting of 20 Dogs with a Lame Ligament

14.6 24.3 24.9 270 272 274 28.2 28.8 29.9 30.7
31.5 31.6 32.3 32.8 33.3 33.6 34.3 36.9 38.3 44.0

X, = Minimum value = 14.6
Xm = Maximumvalue = 44.0

Range = x,,, — x, = 44.0 — 14.6 = 29.4 Newtons




Absolute Measures of Dispersion - |

Pros and Cons of Range

* Pros « Cons

— best for symmetricdata — doesn’tuse all of the data,
with no outliers only the extremes

— easy to compute and — very much affected if the
understand extremes are outliers

— only shows maximum
spread, does not show
shape

— good optionfor ordinal
data

Absolute Measures of Dispersion - |

Absolute Measures of
Dispersion are of
different types.

 Range

* Quartile Deviatiori |

* Mean Absolute
Deviation /4

- Standard Deviafiq :
and Variance




Absolute Measures of Dispersion - |

Quartile Deviation (Q.D.)

* Quartile Deviation is the half distance between the Upper Quartile Q;
(i.e. 75t percentile) and Lower Quartile Q, (i.e. 25" Percentile).

+ Essentially describes that how much the middle 50% of the data
varies.

* Also known as semi - interqu

Inter Quartile Range (IQR) 05— Q4
Q. D . — =
2 2
1n+10\"
@, = Value 25% | 25%
4 25% 25%
T T me?lian
3n+1)\" Y T -
3= Value (minimum) ~ percgntile percentile (maximum)
4' First Quartile Third Quartile 100th
(Q,) percentile

Interquartile Range = Q,-Q,

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson2/section7.htm#TXT27

Absolute Measures of Dispersion - |

Inter — Quartile Range (IQR)

Method for Determining the Inter — Quartile Range.
Step 1: Arrange the data in and ascending order.

Step 2: Find the position of the lower Quartilei.e. Q, and upper
Quartilei.e. Q; using following formula.

Q= (l(n;- 1)) Value

Q3= (3(71;— 1)) Value




Absolute Measures of Dispersion - |

Inter — Quartile Range (IQR)

Method for Determining the Inter — Quartile Range.
Step 3: Identify the value of the 1stand 3™ quartiles.

1. If a quartile lies on an observation (i.e. if its position is a whole
number), the value of the quartiles is the value of that
observation.

2. If a quartile lies between observations, the values of the quartile
is the value of the lower observation plus the specified fraction
of the difference between the observations. For example, if the
position of a quartile is 20Y4, it lies between the 20t and
21t observations, and its value is the value of the
20t observation, plus ¥ the difference between the value of the
20t and 215t observations.

Step 4: Calculipg tnt@uaBtidethaRaedd @Rhgth@ fallgwing formula.

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson2/section7.htmi#TXT27

Absolute Measures of Dispersion - |

GRF Measurements When Trotting of 20 Dogs with a Lame Ligament

14.6 24.3 249 270 272 274 28.2 28.8 29.9 30.7
315 31.6 32.3 32.8 33.3 33.6 34.3 36.9 38.3 44.0
h Histogram
Qs = (@) Value = (15.75)%" Value o
Qs = (15.75)*" value = 15*"value + 0.75 (16%* — 15t*)
Qs = 33.3+0.75 (33.6 — 33.3) = 33.525 N %
th g
Q.= (1(2%}) Value = (5.25) ™ Value %‘4_
I
Qy = (5.25) ™ value = 5thvalue+ 0.25 (6" — 5tt)
Q,=272+025(27.4—-272)=2725N 2
IQR = Q5- Qy = 33.525 — 27.25 = 6.275
N
Q_ D= E — 8275 = 3.138 N ’ 100 200 30 400
2
GrRF * ¥
S

IQR=Q3-Ql =6.27




Absolute Measures of Dispersion - |

Properties and uses of the Inter-Quartile Range

The IQR is generally used in conjunction with the median.

Together, they are useful for characterizing the central location
and spread of any frequency distribution, but particularly those

that are skewed.

For a more complete characterization of a frequency

distribution, the 15t and 3™ quartiles are sometimes used with
the minimum value, the median, and the maximum value to
produce a five number summary of the distribution.

Together these five numbers provide a good description of the

centre, spread and shape of the distribution.

Absolute Measures of Dispersion - |

Pros and Cons of Quartile Deviation

Pros

Good for ordinal data.

Good for Skewed data.

Ignores extremevalues

More stable than the range
because it ignores outliers

Cons

Harder to calculate and
understand

Doesn’t use all the
information (ignores half of
the data-points, not just the
outliers)

— Tails almost always
matterin data and these
aren’tincluded

— Outliers can also
sometimes matter and
again these aren’t
included.




Absolute Measures of Dispersion - |

END

Each absolute
measure of
dispersion can be
converted into its { |
relative measure. |

Relative measure o
dispersion areused
to make comparisons
between different
datasets, irrespective
of their units of
measurements.

Applied Biostatistics

Absolute
Measures of
Dispersion - 1l




Absolute Measures of Dispersion - Il

Absolute Measures of
Dispersion are of
different types.

Range

* Quartile Deviatiori,/|
 Mean Absolute ,’
Deviation

+ Standard Deviétig,,
and Variance

Absolute Measures of Dispersion - Il

the mean or median.

Mean Absolute Deviation

Arithmetic Mean of the absolute deviation measured either from

https://www.texasgatew ay.org/resource/mean-absolute-deviation-0

. . Z?:j_lxi - fl
Mean Absolute Deviation= ——
n
-3%
-2 % >3
2% >3
-15% > 2
-1 »15
0 w
I 2 3 Y b 4 8

Mean=5




Absolute Measures of Dispersion - Il

Calculating Mean Absolute Deviation

Step 1: Calculate mean of all the values
P
n
Step 2: Find the absolute distance (difference) of
each value from that mean by subtracting
the mean from each value in the data,
ignoring minus signs.

¥ =

absolute deviations = |x; — x|

Step 3: Find the mean of those distances

izl X — %

n

Mean Absolute Deviation =

Absolute Measures of Dispersion - Il

Mean Absolute Deviation

Example: In a clinical study 10 breast cancer patients were followed
up for the period of the time until all of them died. Their
survival times (in months) are given:

2,3,3,354,5,65,7,8,8

» 3
T =
- Ej:lxi_ SU_ L 2-‘1,5- > 2 -
T Th T10o v .

Mean=5

n
lee—fl = |-3| +|-2| + |-2] + |-1.5] + |-1| + |0] + |1.5] + |2] + |3] + |3] = 19
i=1

nolx—x 19
Mean Absolute Deviation = Lizal%: — = —=19

n 10

https://www.texasgateway.org/resource/mean-absolute-deviation-0




Absolute Measures of Dispersion - Il

Pros and Cons of Mean Absolute Deviation

* Pros « Cons
— Easy to calculateand easyto _ |t violates the algebraic
understand. principle by ignoring the

signs of the values.
— Based on all the observation

in the data.
— Affected by fluctuationsin
— Shows the scatter of the sampling.
observations from its
central value. — Depending on the type of
central value being used it
— It facilitated comparison produces different results.
betweendifferentitemsin a
series.

Absolute Measures of Dispersion - Il

Absolute Measures of
Dispersion are of
different types.

* Range B

* Quartile Deviation‘

* Mean Absolute
Deviation

//
- Standard Deviation-
and Variance /




Absolute Measures of Dispersion - Il

Variance

It is defined as the mean of the squared deviations of the
observations from their mean.

If the variance is calculated for the population data then it is

denoted bys ? 100
azzzfi1(Xf_F)2 o B ID
N sl

20 .
10 ®
0

If the variance is calculated for the sample data obtained from
a population then it is denoted by:

o Shyi— D2

n
Absolute Measures of Dispersion - Il

Various formula to calculate sample variance

52— M ......... )
D G Tt D U )
n—1 _
o BEaad (z;;ixi)‘ .......... (3)
T T

The formula in Eq. (1) a formula derived using Maximum
likelihood estimation principles.

The formula in Eq. (2) is more suitable for interpreting the
sample variance. Moreover variance expression in Eq. (2) results
in an unbiased estimate of the variance.

The formula in Eq. (3) is considered to be the most suitable for
the sake of calculations.




Absolute Measures of Dispersion - Il

Method for calculating the sample variance

Step 1: Calculate the Arithmetic Mean
Y%
mn
Step 2: Subtract the mean from each observation

(xi,_-ﬂ

Step 3: Square the difference
(x;—%)?
Step 4: Sum the Squared difference

X =

Step 5: Divide the Sum of the squared difference by
2 — Nimqlx — ©)?

n—1

1 m ED=10

450

300-

3

Mumber par bin
B
=

<0 0 10 20 30 40 50 60 TO 80 80 100110 120130 140 150 160 170 180 190 200 210 220 230+

https://en.wikipedia.org/wiki/Standard_deviation
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Standard Deviation

* The standard deviation (SD) is the square root of the variance.
— small SD = values cluster closely around the mean
— large SD = values are scattered

- n (o _ D)2
i TN — )2 g2 i (x—%)° 52— Yia(x; — )7
=1 N - n n—1

Mean

Mean 1SD ; 1SD
1D , 15D ™S
I THEk
1 1 1 1 1 1
I |_| 1 1 1
1 ] 1 T 1 I
1 | 1 1 1 1
1 ] 1 [ [
1 " 1 1 1
1 . 1 ol 1
1 1 ol 1
: ! : 1HE
1
iR HEN = Hhl
| | T | | T
4 6 8 10 12 14 16 8 10 12

Absolute Measures of Dispersion - Il

Method for calculating the sample Standard Deviation
E?:ixi

n

Step 1: Calculate the Arithmetic Mean i =
Step 2: Subtract the mean from each observation (x; — )

Step 3: Square the difference (x; — 1)?

Step 4: Sum the Squared difference Z(xi — )2
i=1
Step 5: Divide the Sum of the squared difference kiy— 1)
2 E?:]_(xi - f)z
B —

n—1

Step 6: Take the square root of the value obtained in Step 5. The
result is standard deviation.

_ Z?:i(xi_f)z
s*= }T




Absolute Measures of Dispersion - Il

Example
The incubation period of Hepatitis A is given:

27, 32, 25, 30, 22

Calculateamount of Spread?

Solution:

E?:lxﬁ

n

Step 1: Calculate the Arithmetic Mear =

27+31+15+30+22 125
5 -5

X= = 25.0days

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson2/section7.html

Absolute Measures of Dispersion - Il

Step 2 & 3: Subtract the mean from each observation & Square
the difference

Va;lf:ue (x; —x) (x; —x)*2
27 27-25=+2 4
31 31-25=+6 36
15 15-25=-10 100
30 30-25=+5 25
22 22-25=-3 9

Step 4: Sum the Squared Differences.

Z(x,-—f)z=4+36+100+25+9 =174
i=1




Absolute Measures of Dispersion - Il

Step 5: Divide the sum of squared differences kil — 1) , such
thatsz (v, — 92

n—1

Th(x; -0 174
n—1 4

Variance = 5% = = 435 (days)?

Step 6: Take the square root of the value obtainedin Step 5 i.e.
variance. The result is standard deviation.

n (x—x)2
Standard Deviation = 5.D.= 5 = f% = 22— V335 (days) = 6.6 (days)

. =

Applied Biostatistics

Absolute
Measures of
Dispersion - Ill




Absolute Measures of Dispersion - lli

Properties of Variance

1. The variance of a constantis equal to zero.

2. The varianceis independent of Origin, i.e. it remains unchanged
when a constant is added to or subtracted from the each and
every observation of the data.

3. The varianceis multiplied or divided by the square of the
constant if each observation is multiplied or divided by the same
constant.

4. The variance of the sum of difference of two independent
variable is equal to the sum of their respective variances.

Absolute Measures of Dispersion - lli

— 49.7% of data T
: } u

=350 -23D 150 MEAN #150 +150 =330

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson2/section7.html




Absolute Measures of Dispersion - lli

Pros and Cons of Variance / S.D.

* Pros e Cons

— Both measures summarizes — The numeric value of the
the deviation of a large S.D. Does not have easy
distribution from mean in non-statistical
one figure. interpretation.

— These measuresindicates ) . .
that if the variation of — Variance gives the answerin
difference of individual squared units.
observations from is mean

is real or by chance. — The value of both the

measures is affected by

— These measuresare having extreme
preferred whenthe datais observationsin our data.
symmetric.

Absolute Measures of Dispersion - lli

All the absolute measures
of dispersion plays a very ‘
vital role in estimating

END other statistical
measures.
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Relative Measures of Dispersion

Measures

of
Dispersion

o

Absolute
Measures of
Dispersion

Range Quartile Mean Standard
g Deviation Deviation

Relative
Measures of
Dispersion

Deviation /
Variance

Coefficient of Quartile of Mean of

A Coefficient Coefficient Coefficient
giRagee Deviation Deviation Variation




Relative Measures of Dispersion

Coefficient of Range

. Xm— Xp
Coefficientof Range = P » 100

m xﬂ

GRF Measurements When Trotting of 20 Dogs with a Lame Ligament

14.6
315

24.3 24.9 270 272 274 28.2 28.8 29.9 30.7
31.6 32.3 32.8 333 33.6 343 36.9 38.3 44.0

X, = Minimumvalue = 14.6
Xy = Maximumvalue = 44.0

Range = x,, — x,=440— 146 = 294 Newtons

44.0—-14.6 294
100 = —— = 100 =50.17

Coefficientof Range = 201146 * Y

Relative Measures of Dispersion

Coefficient of Quartile Deviation

Coefficiento fQ.D.= 93~ @1 109

Q3+ Q4

th
Q= (1(7:!— 1)) Value

Q3= (3(11; 1)) Value




Relative Measures of Dispersion

GRF Measurements When Trotting of 20 Dogs with a Lame Ligament

14.6 24.3 24.9 270 272 274 28.2 28.8 29.9 30.7
31.5 31.6 32.3 32.8 33.3 33.6 34.3 36.9 38.3 44.0

3(2041)

th
Q= ( ) Value = (15.75)%" Value
Qs = 33.3+ 0.75 (33.6 — 33.3) = 33.525

1(20+1)
4

th
Qq = ( ) Value = (5.25) ™ Value

Q, =272 +0.25(27.4—27.2) = 27.25

IQr 8275

Q.D= =% — 3.138
Coefficient D= L% 100- 33525 —27.25 x 100 = 10.32%
oeffictento fQ.D-= 4 0, = 33525 +27.25 - e

Relative Measures of Dispersion

Coefficient of Mean Absolute Deviation from Mean

Nizqlx; — xl
i=1l*1 /?1

M.Dz
Coefficient of Mean Absolute Deviation = —— x 100 = - — » 100
Example: In a clinical study 10 breast cancer patients were followed
up for the period of the time until all of them died. Their
survival times (in months) are given:
E?:ixrl 50

- _ = __—g
2,3,3,3.5,4,56.5,7,8,8 x n 1

n
Z|xa—f| = |-3] +|-2] + |-2] + |-1.5] + |-1] + |0] + |1.5] + |2| + |3] + |3] = 19
i=1

=

?olx.—x 19
Mean Absolute Deviation = M = —=19

19
Coefficient of Mean Absolute Deviation = — X 100 = = X 100 = 38%




Relative Measures of Dispersion

Coefficient of Variation

* The Standard Deviationis useful as a measure of
variation within a given set of data.

* However, comparing dispersionin two datasets on the
basis of standard deviation may lead to fallacious results.

* Two means may be quite different.
* when one desiresto compare the dispersionbetween

two or more than two data sets then we prefer using
coefficient of variation.

Relative Measures of Dispersion

Coefficient of Variation (C.V)

5
C.V.(x) = ;_:u: 100

Suppose two samples of human males yield the following results:

Sample 1 Sample 2

Age 25 years 11 years
Mean weight 145 pounds 80 pounds
Standard deviation 10 pounds 10 pounds

We wish to know which is more variable, the weights of the 25-year-olds or the weights
of the 11-year-olds.




Relative Measures of Dispersion

Coefficient of Variation : Example

Sample 1 Sample 2

Age 25 years 11 years
Mean weight 145 pounds 80 pounds
Standard deviation 10 pounds 10 pounds

A comparison of the standard deviations might lead one to conclude that
the two samples possess equal variability. If we compute the coefficients of
variation, however, we have for the 25-year-olds

10

C.V. =——(100) = 6.9%
145
and for the 11-year-olds
10
C.V.=—(100) = 12.5%
80

If we compare these results, we get quite a different impression. It is clear
from this example that variation is much higher in the sample of 11-year-
olds than in the sample of 25-year-olds.

Relative Measures of Dispersion

Properties of Coefficient of Variation

» The Coefficient of Variationis a useful measure, when
comparing the results obtained by different persons, who
are conducting investigations involving same variable.

* Since the coefficient of Variationin independent of the
scale of measurement, it is useful statistic for comparing
the variability of two or more variables measured on
different scales.

for example, using the coefficient of variation to compare

the variability in weights of one sample of subjects whose

weights are expressed in pounds with the variability in
weights of another sample of subjects whose weights are
expressedin kilograms.




Relative Measures of Dispersion

Appropriate usage of the measures of

Dispersion
Level of Measurement I
| Nominal | | Ordinal | Interval- Ratio
Shape of Distribution
Research Research Research
Objective Otjective Cbjective

RANGE RANGE ll{m‘-r QuartileMean  Inter Quartile Inter QuartileMean  Standard
ange DeviationRange Range Deviation Deviation

Relative Measures of Dispersion

While reporting measures
of Dispersion, we tend to
report them along with
appropriate measures of
Central Tendency.

For symmetric data we
prefer reporting Mean

END along with Standard
Deviation

For Skewed data we
prefer reporting Medlan
with Inter quartile Rang
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Skewness
And
Kurtosis

Relative Measures of Dispersion

Skewness

“It is defined as the departure from Symmetry”

Frequancy ——

—m

{a) Symmatrical distribution (b} Positively skewed distribution () Negatively skewed distribution




Relative Measures of Dispersion

Measures of Skewness

Coefficient of Skewness help us to measure
amount of the departure from symmetry.

It is denoted bySk

Karl Pearson (1857 — 1936)

Mean — Mode

S5k =
Standard Deviation

Relative Measures of Dispersion

Measures of Skewness

Since we know that mode is sometimes ill
defined to located by simple methods.

It is replaced by its equivalent for moderately
skewed distributions

_ 3(Mean — Median)
"~ Standard Deviation

Arthur Lyon Bowley (1869 - 1957)

_ Qy +Q3— 20,
Qz— Q4

Sk

Sk




Relative Measures of Dispersion

Measures of Skewness

Relative Measures of Dispersion

Kurtosis

Peakedness of the data

/ Leptokurtic

Mesokurtic

Platykurtic

https://www.bogleheads.org/wiki/File:Kurtosis1.jpg




Relative Measures of Dispersion

Measures of Kurtosis

ng(x,- —x)* ng(x,- —x)!

Kurtosis = : - 3=————F7-3

Relative Measures of Dispersion

Example Kurtosis

Mesokurtic Leptokurtic Platykurtic

Mean 6.0000 6.0000 6.0000
Median 6.0000 6.0000 6.0000
Mode 6.00 6.00 6.00
Skewness .000 .608 —1.158
Mesokurtic Leptokurtic Platykurtic
20 307 = 4 —
251 4
151
32 :
210 S 151 82
= 2 104 g
[ 5 'S 'S 1
5.
0

0+ T T y T v T T r y T y v T 0
0.00 200 400 6.00 8.00 10.00 12.00 0.00 200 4.00 600 8.0010.0012.00 000 200 400 6.00 8.00 10.0012.00




Relative Measures of Dispersion

END

While conducting the data
analysis we do not rely on
only one measure of
skewness, we do use
* Graphical
*  Numerical Measures
*  We first observe them
using mean, median
and mode. ‘]
* We also use various

measures of Skewness.
* Manual calculations =

using formulafor
kurtosisis usually not
necessary. packages

provide this informatigtljf".

As a part of descripti
statistics. ”

Relative Measures of Dispersion
Box and Whisker Plot

25% of values

Interquartile range, IQR 25% of values
(the box)

IGR=Q, -Q, 25% of values

25% of values

— x Outlier

x Outlier

— x Outlier

4—— Maximum value of the data set

Upper fence=Q, + 1.5 xIQR

Maximum value before the upper fence
Whisker

75t percentile, third quartile or Q;

Median, 50t percentile, second quartile or Q,
25t percentile, first quartile or Q,

Whisker

Minimum value before the lower fence

Lower fence=Q,- 1.5 xIQR

«—— Minimum value of the data set

http://www.elsevier.es/pt-revista-educacion-quimica-78-articulo-graphical-representation-chemical-
periodicity-main-S0187893X16300106




Relative Measures of Dispersion

Shapes from Box and Whisker Plot
a b
1 X
Min Q1 Q2 Q3 Max Min Q1 Qz Q3 Max Outlier
| | |
1 | I
Symmetric Asymmetric
(positive or right skewed)
C d
Min Q; Q,Q; Max Mn  Q;Q, Q Max
Asymmetric Asymmetric
(negative or left skewed) (positive or right skewed)
http://www .elsevier.es/pt-revista-educacion-quimica-78-articulo-graphical-representation-chemical-
periodicity-main-S0187893X16300106
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Skewness and Kurtosis

Skewness

“It is defined as the departure from Symmetry”

+— Mean
= Median
= Modg

Froquancy ———
FRENJUETICY =

— X

{a) Symmatrical distribution (b} Positively skewed distribution (c) Negatively skewed distribution

Skewness and Kurtosis

Measures of Skewness

Coefficient of Skewness help us to measure
amount of the departure from symmetry.

It is denoted bySk

Karl Pearson (1857 — 1936)

. Mean — Mode
 Standard Deviation

Sk




Skewness and Kurtosis

Measures of Skewness

Since we know that mode is sometimes ill
defined to be located by simple methods.

It is replaced by its equivalent for moderately
skewed distributions

_ 3(Mean — Median)
 Standard Deviation

Arthur Lyon Bowley (1869 - 1957)
. Q1+ 03— 20;

Sk

Sk

Q3 — 04

Skewness and Kurtosis

GRF Measurements When Trotting of 20 Dogs with a Lame Ligament

14.6 24.3 24.9 270 272 274 28.2 28.8 29.9 30.7
315 31.6 32.3 32.8 33.3 33.6 34.3 36.9 38.3 44.0
Histogram Mean = 30.58 N

e Mean = 30.58 Median = 31,10 N

Std. Dev. = 6.028
N=20

Since Median > Mean

There is no most
frequent value hence
thereis “No Mode".

Frequency
bt

Therefore we can not use
7] the formula for skewness
that contains Mode.

o = Mean — Mode
| | GRF |  Standard Deviation




Skewness and Kurtosis

GRF Measurements When Trotting of 20 Dogs with a Lame Ligament

14.6
31.5

24.3 24.9 270 272 274 28.2 28.8 29.9 30.7
31.6 323 32.8 333 33.6 34.3 36.9 38.3 44.0
Y. x, 61160
= =i = 3058 N
n 20
20+ 1y

Median= ¥ = (

) Value = (10.5) " valus

2

Median = (10.5) ™ value = 10" value + 0.50 (11" — 107" }

w.ed:cm = 30.7+ 0.50(31.5 — 30.7) = 31.10 N|

2 2
_ (B (ZRax) _ (1939322 (611.6) R
o = 20 20

Sk

3(Mean — Median 3(30.58—-31.10
( ) = ( )= —0.259

"~ Standard Deviation 6.03

Skewness and Kurtosis

th
0, = (1(z:+1}) Value = (5.25) ™ Valug

Q, = (5.25) ™ value = 5" value+ 0.25 (65" — 5¢7)

@y =272 +0.25(27.4—27.2) = 27.25

th
Q2= (X22)" value = (10.50)¢" Value

Q. = (10.5) %" value = 10%*value + 0.50 (11¢" — 10"

Qy = 30.7 +0.50 (31.5 - 30.7) = 31.10 NV

th
0a= (322" value = (15.75)% Value

‘Qa = (15.75)" value = 15%"value + 0.75 (16" — 15'"')1

‘Qs =33.3+075(336—333) = 33.525‘

_ @1+Q3—2Q; 27.25+33.525-2 (31.10)

Sk Q:—0; 33.525 — 27.25

= —0.23




Skewness and Kurtosis

Measures of Skewness

Qualitative Variables:

There is not need to
measure coefficient.of
skewness W

Quantitative Variable;‘.J |

* Frequency Histogram - 4

- Frequency Curve

« Comparison of Mean,
Median and Mode.

- Coefficients of Skewne

Skewness and Kurtosis

Kurtosis

Peakedness of the data

— Leptokurtic

Mesokurtic

Platykurtic

/\

https://www.bogleheads.org/wiki/File:Kurtosis1.jpg




Skewness and Kurtosis

Measures of Kurtosis

Kurtosis = ku = n Lz — ﬂz — 3
il -97)
ku=0 forMesokurtic
ku =0 forleptokurtic
ku =< 0 for Platykurtic

Q.D.

k= 0 < k < 05
Pog— Pro |

’k = 0.263 fﬂrMesmkurtic‘
’k > 0.263 farleptak:urtic"
’k < 0.263 for platyk:urﬁq

Skewness and Kurtosis

Measures of Kurtosis

n(x; = %)°* n (xi — %)*
i=1 i=1
Kurtosis = - 3=——F -
n 2 2 4
— 1
(Sw-=2) 70
=1
 nIix—D' . 20(1061909) _ 2123817938 _ _
Kurtosts = ki = o D) (690492)° ° 4767792 O e
ku = 1.45
0.D.

B P‘?D_ Piﬂ




Skewness and Kurtosis

Example Kurtosis
Mesokurtic Leptokurtic Platykurtic
Mean 6.0000 6.0000 6.0000
Median 6.0000 6.0000 6.0000
Mode 6.00 6.00 6.00
Skewness .000 .608 —1.158
Mesokurtic Leptokurtic Platykurtic
20 301 = 4 =
_ 254
gﬁ“ g 201 %.,3
310 = 15 32
2 10 g
[ 5_ w u_1
5
c T T T T T T T G T T T T T T T G
000 200 4.00 €.00 8.00 10.0012.00 000 200 400 6.00 80010001200 000 200 400 600 8.00 10.0012.00

Skewness and Kurtosis

While conducting the data
analysis wedo not rely on
only one measure of
skewness, we do use
* Graphical
* Numerical Measures
*  We first observe them
using mean, median
and mode.
* We also use various /
END measures of Skewness.
* Manual calculations
using formula for / 4
kurtosisis usually not
necessary. packages |
provide this information. -
As a part of descriptive
statistics. -
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Box and Whisker Plot

Box and Whisker Plot

* A useful visual device
for communlcatmgx i
the information \
contained in a
dataset.

* Sometimes simply
called “Box Plot”.
& 4

 Makes use of thé/
quartiles.




Box and Whisker Plot

Box and Whisker Plot

. X Outlier 4—— Maximum value of the data set

————— 4—— Upperfence=Q,+ 1.5xIQR

25% of values 4—— Maximum value before the upper fence

4—— Whisker

3 —_ 75t tile, third rfil Q
Interquartile range, IQR 25% of values < perCAntia- TRt gariaarts

(the box) Median, 50t percentile, second quartile or Q,
IQR = 03 —01

25% of values

261 percentile, first quartile or @,

s

Whisker
25% of values 44— Minimum value before the lower fence

----- 4—— Lowerfence=Q,-15xIQR

x Outlier
—4 X Outlier €—— Minimum value of the data set

http://www.elsevier.es/pt-revista-educacion-quimica-7 8-articulo-graphical-representation-chemical-periodicity-
main-S0187893X16300106

Box and Whisker Plot
Box and Whisker Plot

Step 1: Represent the variable of interest on the horizontal axis

Step 2: Draw a box in the space above the horizontal axis in such
a way that the left end of the box aligns with the lower
Quartile i.e. Q; and the right end of the box aligns with
the upper quartile i.e. Qs.

Step 3: Divide the box into two parts by a vertical line that aligns
with the median i.e. Q,.

Step 4: Draw a horizontal line called whisker from the left end of
the box to a point that aligns with the smallest
measurement in the data set.

Step 5: Draw another horizontal line or whisker from the right
end of the box to a point that aligns with the largest
measurement in the data set.




Box and Whisker Plot

GRF Measurements When Trotting of 20 Dogs with a Lame Ligament

146 243 249 270 272 274 282 288 209 307
315 316 323 328 333 336 343 369 383 440
120+ 1\ "
Q. = (—4 ) Value = (5.25)% Value = 27.25 N| Minimum value = 14.6
o_ (01" Max: lue — 44.0
Median= % = ( ) Value = (10.5) ® value = 31.10 N OXIMUM PALUE = 3.

(13
3(20+1
Qs = (%) Value = (15.75)" Value = 33.525 N

Upper fence = Qs + 1.5 x IQR = 33.525 + 1.5 (33.525 — 27.25) = 42.938|

Lower fence = Q; — 1.5 X IQR = 27.25 — 1.5 (33525 — 27.25) = 17.838|

GRF Measurements

50.007
20

(¢]
40.00
30.007
20.007

01
10.00

|
GRF




Box and Whisker Plot

1750 -
Max.=1681.05
= 1500
©
E
=2 =
£ 1050 Q3=1296.84
=
=
[}
c
g 1000 - Median=1021.41
S Q1i=941.84
ﬁ Max.=898.51
= Min.=786.52
S 7504
- Q3=721.14
Median=578.20
500 - Q1=501.10
Min.=375.71
Metals Nonmetals
http://www.elsevier.es/pt-revista-educacion-quimica-7 8-articulo-graphical -representation-che mical-periodicity-
main-S0187893X16300106

Box and Whisker Plot
Shapes from Box and Whisker Plot

a b
X
Min Q Q; Q3 Max Min Q;Q; Q3 Max  Outlier
| | |
| H— | 5
Symmetric Asymmetric

(positive or right skewed)

C d
Min Q1 Qz Q3 Max Min Q1 Qz 03 Max
Asymmetric Asymmetric

(negative or left skewed) (positive or right skewed)

http://www.elsevier.es/pt-revista-educacion-quimica-78-articulo-graphical-representation-chemical-
periodicity-main-S0187893X16300106




Box and Whisker Plot

Box and Whisker plot
providesa very quick
summary of our
quantitative variable
irrespective of it to be
Symmetric or Skewed.

Box and Whisker plot is
drawn for quantitative
END variables only. i

If we want to see the
distribution of a 5
quantitative variable across
different levels of a /7,
qualitative variablethen

Box plots providesa:
and auicksummarv. |
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Introduction to Probability - |

Link between sample
and Population:

* Generalize results from
sample to the
population.

» The populationis a
theoretical and usually
undefined quantity.

* Needed for statistical
tests and confidence
intervals. population mean p

Introduction to Probability - |

Have you at a certain time asked yourself the following questions?

What are the possible
routes that | can take

What are my chances of geting the
correctanswer ina True/False-type
queston? Multple choice-type of

Should | bring my umbrella
fomorrow?
S
L]
S A Wil pobablywinin
this game?

How do you deal with these questions? Were you able to answer them with certainty?

will be called b recite

https://www.slideshare.net/jmpalero/mathematics-8-basic-concepts-of-probability




Introduction to Probability - |

= A patient has a 50 - 50 chance of surviving a
certain surgery.

= A person has 95% certainty of curing after the
treatment.

= A nurse may say that nine times out of ten
person will miss a dose.

» Quantifying such terms like
o Certain
o probable
o likely
o Chance

Introduction to Probability - |

Intuitive:

Probability = relative frequency in the population

Formal:

Random experiment

l

Events

l

Probabilities




Introduction to Probability - |

When we talk about probabilities we talk about
the probability of the events that might occur in
some random experiments.

An experiment is some activity with an
observable outcome.

An experiment which produces different
outcomes in multiple repetitions of the
experiment, performed under similar conditions,
is called a Random Experiment.

Introduction to Probability - |

Examples of a Random Experiments:
0 Tossing of a fair coin
0 Diagnosing a person for specific disease
0 Measure the body height of an individual

O Rolling of a dice




Introduction to Probability - |

When the blood type of a patient is determined,
the sample space my be represented by:

5= {A,AB,B,0}
Here in the above example:

Random Experiment: Blood Test

Sample Spaceis 5 = {4,4E,B, 0}

Outcome = Any possible value of a sample space. i.e.
A, AB,BorO.

Introduction to Probability - |

Intuitive:

Probability = relative frequency in the population

Formal:

Random experiment

l

Events

l

Probabilities




Introduction to Probability - |

Sample space (2 = set of all possible results of a random experiment

Examples:

Diagnosis — Q = { “sick”, “healthy” }
Roll the dice — Q ={1,2,3,4,5,6}
Body height — Q = {x|x > 0}

Event A = subset of (2

Examples:
A ={2,4,6} even number on the dice
A= {1}

A = {Body height > 180 cm}

A = {170 cm < Body height < 180 cm}
A = Q = sure event

A = () = impossible event

Introduction to Probability - |

VENN DIAGRAM

Outcome of an Event A
N\

; | Event B
/= <

Sample Space Event A Intersection of Event A
and Event B




Introduction to Probability - |

Event

i Bt

Simple

lComposHe

If an Event consists of exactly one outcome, it is called
Simple Event.

If an event consists of more than one outcomes, it is
called compound event.

[a] b1
A B
b2

Introduction to Probability - |

There are various other
types of events like

* Mutually Exclusive
Events -‘
« Collectively o8
Exhaustive Events

Y

END

A ‘/“/ .
° v 04
« Equally Likely Ev,‘gf/}fs

* Independent and ‘
Dependent Events -




Applied Biostatistics

Introduction
To _ 2
Probability - Il

Introduction to Probability - Il

Intuitive:

Probability = relative frequency in the population

Formal:

Random experiment

l

Events

l

Probabilities




Introduction to Probability - I

(~ ™y
} Probability ‘

i Objective J i Subjective J

- ~ l

i Classical J i FRelative J
requency
In the early 1950s, L.J. Savage gave considerable impetus

to what is called the “Personalistic” or subjective concept
of Probability.

The Subjective definition of probability utilizes intuition,
experience, and collective wisdom to assign a degree of
belief than an event will occur.

Introduction to Probability - Il

Subjective Probability

Example: The probability that a cure for cancer will be
discovered with the next 10 years

Example: A medical doctor tells a patient with a newly
diagnosed cancer that the probability of successfully
treating the cancer is 90%.

« The doctor is assigning a subjective probability of 0.90
to the event that the cancer can be successfully treated.

* Such a probability can not be determined by objective
definitions of probability.




Introduction to Probability - I

Classical Probability (Priori)

« This concept dates back to 17" century and the work of
two mathematicians Pascal and Fermat.

* Much of this theory was developed out of the attempts
to solve problems related to the games of chance, such
as those involving the rolling of dice.

DEFINITION

If an event can occur in N mutually exclusive and equally likely

ways, and if m of these possess a trait E, the probability of the
occurrence of E is equal to m/N.

If we read P(E) as “the probability of E.” we may express this definition as

mm=%

Introduction to Probability - Il

Classical Probability (Priori)

* For an experiment consisting of n outcomes, The

Classical definition of the probability assigns probability
1/n to each outcome or simple event.

* For an event A consisting of k outcomes, the probability
of event A is given as

P(4) =




Introduction to Probability - I

Classical Probability (Priori)

* The following table gives the information concerning 50
organ transplants in the state of Nebraska during a
recent year. Each patient represented below had only

one transplant' Waiting Time for Transplant
Type of transplant Less than one year One year or more

Heart 10 5

Kidney 7 3

Liver 5 5

Pancreas 3 2

Eyes 5 S

* If one of the 50 patient records is randomly selected,
the probability that a patient had a heart transplant is
15/50 = 0.30

Introduction to Probability - Il

Relative Frequency (Posteriori)

* The Relative Frequency approach to the probability
depends upon the repeatability of some process and the
ability to count the number of repetitions, as well as the
number of times, some event of interest occurs.

DEFINITION

If some process is repeated a large number of times, n, and if some
resulting event with the characteristic £ occurs m times, the relative
frequency of occurrence of E, m/n, will be approximately equal to the
probability of E.

To express this definition in compact form, we write
m
P(E) = —
(B) ="

We must keep in mind, however, that, strictly speaking, m/n is only an estimate of P(E).




Introduction to Probability - I

Relative Frequency (Posteriori)

* A study by the Lahore Traffic Police found that when
750 drivers were randomly stopped 471 were found to
be wearing seta belts.

* The relative frequency probability that driver wears a
seat belt in Lahore while driving is

P (seatbelt) = lim =211 _ 063
Lea e —ﬂlﬂun—TSD— .

Introduction to Probability - Il

Classical Definition of
the probability can not
be applied if the
assumption of equally
likely does not hold. | |
Iy
This definition become =
vague when the /4
number of possible <
outcomes become
infinite.

END
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Probability: Basic Terminology

Mutually Exclusive Events

Two or more events are said to be mutually exclusive if
the events do not have any outcomes in common. They
are events that can not occur together.

If A and B are Mutually Exclusive events then the joint
probability of A and B equals zero, that is, P(A and B) =

0
‘ S




Probability: Basic Terminology

Mutually Exclusive Events

A random experiment consists in observing the
gender of two randomly selected individuals.

The Event , A, that both individuals are male
The Event , B, that both individuals are female.

Here events A and B are mutually exclusive,
because if both are male, then both cannot be
female

i.,e.PAand B)=0

Probability: Basic Terminology

Equally Likely Events

Two or more events are said to be equally Likely if one event
is as likely to occur as the other.

When tossing a fair coin:

The chances for the occurrence of head are the same

as the chances for the occurrence of tail.
1
P(H)=P(T) = 3

Head

Tail




Probability: Basic Terminology

Collectively Exhaustive Events

Two or more events are said to be Collectively Exhaustive
events when union of the mutually exclusive events makes

the entire sample space.

When tossing a fair coin:S = {H, T}

Both the events for the occurrence of Head or tail
may not occur together, hence they are mutually
exclusive, and the union of both makes the entire

sample space. py)=p(r) ==
Head

Tail

Probability: Basic Terminology

Dependent and Independent Events

Dependent Events: Two events A and B are
dependent events when the occurrence of event A
has an influence on the occurrence of an event B.

P(4andB)= P(4)x P(B/,)

The event of being a diabetic and having a family
history of diabetes are dependent events.




Probability: Basic Terminology

Dependent and Independent Events

Independent Events: Two events A and B are said to
be independent events when the occurrence of an
event A has no effect on the occurrence of an event

B.
P(AandB) = P(A) x P(B)

The events of having 10 letters in your last name and
being a biological sciences major are independent
events.

Many times its not ob }P whether two events are
independent or not.ﬂ(sf@ cisgs@g use following
formula.

Probability: Basic Terminology

Complementary Events

To every event A, there corresponds another event A€, called
the complement of A that consists of all other outcomes in
the sample space not in event A.

The word NOT is used to describe the complement.

Since the event and its complement must account for all the
outcomes of an experiment, their probabilities must add up

to one. P{AY+ P(A9) = 1

P({4A)= 1—P (A%




Probability: Basic Terminology

Complementary Events

Example: Approximately 2% of the Pakistani population is
diabetic.

The probability that a randomly chosen Pakistani is non-
diabetic is 0.98.

let A == an event that a Pakistaniis Diabetic

P(A) = 0.02

P(A)=1-P(A)= 1-0.02=098

Probability: Basic Terminology

Complementary events
are always mutually
exclusive events but
END mutually exclusive
events are not always
complementary evel/ﬁ“
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Probability

Axioms of Probability

Elementary Properties of
Probability

In 1933 the axiomatic approach
to probability was formalized
by the Russian mathematician
A.N. Kolmogorov.

The basis of this approach is
embodied in three properties
from which a whole system of
probability theory is
constructed through the use of

https://en.wikipedia.org/wiki/Andrey_Kol . .
mogorov mathematical logic.




Axioms of Probability

Elementary Properties of Probability

There are three axiomatic properties of Probability
« Axiom of Non - Negativity
« Axiom of Exhaustiveness

« Axiom of Additive - ness

Axioms of Probability

Axiom of Non - Negativity

The axiom of non - negativity states that, Given some
process (or experiment) with /7 mutually exclusive
outcomes (calledl.Events), , the probability &f
any event is assigned a non - negative number i.e.

P(E) =0

Therefore, we can say that all the events must have
probability greater than or equal to zero.

A Key concept in the statement of this property is the
concept of mutually exclusive outcomes.




Axioms of Probability

Axiom of Exhaustiveness

The axiom of exhaustiveness states that, the sum of the
mutually exclusive events is equal to 1.

P(E))+ P(E;)+ - +P(E,)=1

This property refers to the fact that S
Observer of the probabilistic

Process must allow for all possible 4 A As
Event.

Again this property requires the A,

Events to by mutually exclusive.

https://www.probabilitycourse.com/chapter1/1_2
_2_set_operations.php

Axioms of Probability

Axiom of Additive - ness

The axiom of Additiveness states that, for any two
mutually exclusigezaa@nts . The probability of the
occurrenzedf either is equal to the sum of their
individual probabilities.

P(E;UE;)= P(E)+ P(E;)

Suppose the two events are not mutually exclusive; that
is, suppose they could occur at the same time. In
attempting to compute the prolzability for either

would be very complicated.




Axioms of Probability

Three Axioms of the
probability help us
understand that
probability of any
event can never be
negative and itcan
never be more than 1,

END

Hence we can say that =

4 L
,’_/"/
7 4y

0=P(A)=1

Applied Biostatistics

Calculating
Probability:
Simple
And
Conditional

Lecture no 55




Calculating Probability - Simple

To investigate the effect of age at onset of bipolar disorder on the
course of the illness. One of the variables investigated was family history
of mood disorders. Following table shows the frequency of a family
history of mood disorders in the two groups of interest.

Group 1: Early Age onset (i.e. 18 years or younger)
Group 2: Later Age onset (i.e. later than 18 years)

Suppose we pick a person at random from this sample.
What is the probability that this person will be 18 years old or younger?

Frequency of Family History of Mood Disorder
by Age Group Among Bipolar Subjects

Family History of

Mood Disorders Early = 18(E) Later > 18(L) Total
Negative (A) 28 35 63
Bipolar disorder (B) 19 38 57
Unipolar (C) 1 44 g5
Unipolar and bipolar (D) 53 60 13
Total 141 177 318

Source: Tasha D. Carter, Emanuela Mundo, Sagar V. Parkh, and James L. Kennedy,
“Early Age at Onset as a Risk Factor for Poor Outcome of Bipolar Disorder,” Journal
of Psychiatric Research, 37 (2003), 297-303.

Calculating Probability - Simple

Frequency of Family History of Mood Disorder
by Age Group Among Bipolar Subjects

Family History of

Mood Disorders Early = 18(E) Later > 18(L) Total
Negative (A) 28 35 63
Bipolar disorder (B) 19 38 57
Unipolar (C) 41 44 85
Unipolar and bipolar (D) 53 60 13
Total 141 177 318

Source: Tasha D. Carter, Emanuela Mundo, Sagar V. Parkh, and James L. Kennedy,
“Early Age at Onset as a Risk Factor for Poor Outcome of Bipolar Disorder,” Journal
of Psychiairic Research, 37 (2003), 297-303.

What is the probability that this person will be 18 years old or younger?

let E = an event of interest that the age of a personselected is 18 years or younger

P(E) = number of Early subjects /total number of subjects
141/318 = 4434




Calculating Probability - Conditional

Joint Probability Sometimes we want to find the probability that a subject
picked at random from a group of subjects possesses two characteristics at the same time.
Such a probability 1s referred to as a joint probability. We illustrate the calculation of a
joint probability with the following example.

What is the probability that a person picked at random from 318
subjects will be early (E) and will be a person who has no family
history of mood disorder (A) ?

The probability we are seeking may be written in symbolic notation as
P(EMA) in which the symbol Mis read either as “intersection” or “and.”
The statement E (1 A indicates the joint occurrence of conditions E and A.

Calculating Probability - Conditional

Frequency of Family History of Mood Disorder
by Age Group Among Bipolar Subjects

Family History of

Mood Disorders Early = 18(E) Later > 18(L) Total
Negative (A) 28 35 63
Bipolar disorder (B) 19 38 57
Unipolar (C) 4 44 85
Unipolar and bipolar (D) 53 60 13
Total 14 177 318

Source: Tasha D. Carter, Emanuela Mundo, Sagar V. Parkh, and James L. Kennedy,
“Early Age at Onset as a Risk Factor for Poor Outcome of Bipolar Disorder,” Journal
of Psychiatric Research, 37 (2003), 297-303.

What is the probability that a person picked at random from 318 subjects
will be early (E) and will be a person who has no family history of mood

The number of subjects satisfﬁng both of the desired conditions is found
in Table at the intersection of the column labeled E and the row
labeled A and is seen to be 28. Since the selection will be made from the
total set of subjects, the denominator is 318. Thus, we may write the joint
probability as n(EnA) 28

P(EnA) = n(5) 318 = 0.0881




Calculating Probability - Conditional

Marginal Probability refers to the probability in
which the numerator of the probability is a marginal
total from a table and the denominator is the grand
total from the table.

Frequency of Family History of Mood Disorder
by Age Group Among Bipolar Subjects

Family History of

Mood Disorders Early = 18(E) Later > 18(L) Total
Negative (A) 28 35 63
Bipolar disorder (B) 19 38 57
Unipolar (C) 41 44 8b
Unipolar and bipolar (D) 53 60 13
Total 141 177 318

Source: Tasha D. Carter, Emanuela Mundo, Sagar V. Parkh, and James L. Kennedy,
“Early Age at Onset as a Risk Factor for Poor Outcome of Bipolar Disorder,” Journal
of Psychiatric Research, 37 (2003), 297-303.

Calculating Probability - Conditional

Frequency of Family History of Mood Disorder
by Age Group Among Bipolar Subjects

Family History of

Mood Disorders Early = 18(E) Later > 18(L) Total
Negative (A) 28 36 63
Bipolar disorder (B) 19 38 57
Unipolar (C) 41 44 85
Unipolar and bipolar (D) 53 60 13
Total 141 177 318

Source: Tasha D. Carter, Emanuela Mundo, Sagar V. Parkh, and James L. Kennedy,
“Early Age at Onset as a Risk Factor for Poor Outcome of Bipolar Disorder,” Joumnal
of Psychiatric Research, 37 (2003), 297-303.

When we compute the probability that a person picked at
random from the 318 person is an early age of onset
59&'3 ﬁ'tl?event of interest that the age of apersonselected is 18 years or younger

n(E) 141

= =0.4434
n(s) 318

P(E) =




Calculating Probability - Conditional

DEFINITION

Given some variable that can be broken down into m categories
designated by A, A,,..., A;, ..., A, and another jointly occurring
variable that is broken down into n categories designated by

By, By, ..., Bj, ..., B,, the marginal probability of A;, P(A;), is
equal to the sum of the joint probabilities of A; with all the cate-
gories of B. That is,

P(A;) = 2 P(A;N By), for all values of j

Frequency of Family History of Mood Disorder
by Age Group Among Bipolar Subjects

Family History of

Mood Disorders Early = 18(E) Later > 18(L) Total
Negative (A) 28 35 63
Bipolar disorder (B) 19 38 57
Unipolar (C) 41 44 86
Unipolar and bipolar (D) 83 60 13
Total 141 177 318

Source: Tasha D. Carter, Emanuela Mundo, Sagar V. Parkh, and James L. Kennedy,
"Early Age at Onset as a Risk Factor for Poor Outcome of Bipolar Disorder,” Journal
of Psychiatric Research, 37 (2003), 297-303.

Calculating Probability - Conditional

Frequency of Family History of Mood Disorder
by Age Group Among Bipolar Subjects

Family History of

Mood Disorders Early = 18(E) Later > 18(L) Total
Negative (A) 28 35 63
Bipolar disorder (B} 19 38 57
Unipolar (C) a1 44 856
Unipolar and bipolar (D) 53 60 113
Total 141 177 318

Source: Tasha D. Carter, Emanuela Mundo, Sagar V. Parkh, and James L. Kennedy,
“Early Age at Onset as a Risk Factor for Poor Outcome of Bipolar Disorder,” Joumnal
of Psychiatric Research, 37 (2003), 297-303.

P(ENA) = 28/318 = .0881
P(ENB) = 19/318 = 0597
P(ENC) = 41/318 = .1289
P(END) = 53/318 = .1667




Calculating Probability - Conditional

P(ENA) = 28/318 = 0881
P(ENB) = 19/318 = 0597
P(ENC) = 41/318 = .1289
P(END) = 53/318 = .1667

We obtain the marginal probability P(E) by adding these four joint probabilities as follows:

P(E) = P(ENA) + P(ENB) + P(ENC) + P(END)
0881 + .0397 + .1289 + .1667
P(E) = 4434

Calculating Probability - Conditional

DEFINITION

The conditional probability of A given B is equal to the probability
of AN B divided by the probability of B, provided the probability of
B is not zero.

That is,
P(ANB)

P(A|B) = P(B)

P(B) # 0




Calculating Probability - Conditional

Frequency of Family History of Mood Disorder
by Age Group Among Bipolar Subjects

Family History of

Mood Disorders Early = 18(E) Later > 18(L) Total
Negative (A) 28 35 63
Bipolar disorder (B) 19 38 57
Unipolar (C) 41 44 85
Unipolar and bipolar (D) 53 60 13
Total 141 177 318

Source: Tasha D. Carter, Emanuela Mundo, Sagar V. Parkh, and James L. Kennedy,
“Early Age at Onset as a Risk Factor for Poor Outcome of Bipolar Disorder,” Journal
of Psychiatric Research, 37 (2003), 297-303.

What is the probability that a subject has
no family history of mood disorders (A), given that
the selected subject is Early (E)?

This is a conditional probability and is written as
P(A | E) in which the vertical line is read “given.”

P(AnE) 0.0881
P(E)  0.4434

=0.1986

P(A|E) =

Calculating Probability - Conditional

Frequency of Family History of Mood Disorder
by Age Group Among Bipolar Subjects

Family History of

Mood Disorders Early = 18(E) Later > 18(L) Total
Negative (A) 28 35 63
Bipolar disorder (B) 19 38 57
Unipolar (C) 4 44 86
Unipolar and bipolar (D) 53 60 13
Total 41 177 318

Source: Tasha D. Carter, Emanuela Mundo, Sagar V. Parkh, and James L. Kennedy,
“Early Age at Onset as a Risk Factor for Poor Outcome of Bipolar Disorder,” Journal
of Psychiatric Research, 37 (2003), 297-303.

P(A|E) = 28 _ 0.1986
o141




Calculating Probability - Conditional

END

The set of “all possible
outcomes” may
constitute a subset of
the total group.

The size of the group of
interest may be reduced
by conditions not ‘l ;
applicable to the total ,A)

group.

When probabilities ar
calculated with the

Probability: \} A
Multiplicative
Rule

T




Probability: Multiplicative Rule

Independent Events:
Two events A and B are
said to be independent
events when the
occurrence of an event.
A has no effect on the |
occurrence of an event

B'ependent Events: Two
events A and B are
dependent events when |
the occurrence of event /,'
A has an influence on ,,:.’:-;
the occurrence of an 4l
event B. '

Probability: Multiplicative Rule

The Multiplicative Rule is a way to find the probability of
two events occurring at the same time.

Lets say there are two events A and E. The multiplicative
rule is a way to calculate the probability that events A and
E occurs at the same time.

PlAand E)= P(ANE)
General Rule: (For dependent Events)

PlAand E)=P(AN E)= P(A) x P(E|A)

PlAand E)=P(ANE)=P(E) xP(A|E)
Specific Rule: (For Independent Events)

PAand E)=P(ANn E)= P(A) x P(E)




Probability: Multiplicative Rule

Frequency of Family History of Mood Disorder
by Age Group Among Bipolar Subjects

Family History of

Mood Disorders Early = 18(E) Later > 18(L) Total
Negative (A) 28 35 63
Bipelar disorder (B) 19 38 57
Unipolar (C) 4 44 85
Unipolar and bipolar (D) 53 60 113
Total 111 177 318

Source: Tasha D. Carter, Emanuela Mundo, Sagar V. Parkh, and James L. Kennedy,
“Early Age at Onset as a Risk Factor for Poor Outcome of Bipolar Disorder,” Journal
of Psychiatric Research, 37 (2003), 297-303.

28
P(A|E) = — =10.1986

141
n(E) 141
P(E) = )~ 318 0.4434

We wish to compute the joint probability of Early age at onset (E) and a
negative family history of mood disorders (A) from knowledge of an
appropriate marginal probability and an appropriate conditional probability.

Probability: Multiplicative Rule

We wish to compute the joint probability of Early age at onset (E) and a negative family
history of mood disorders (A) from knowledge of an appropriate marginal probability and
an appropriate conditional probability.

28
P(A|E)= —=10.1986

141
pp) = PE) _ 141 a3
“n(s) 318

P(Aand E) = P(An E)= P(E) x P(A|E)

P(ANE)=P(E) xP(A|E) = 0.4434 x 0.1986 = 0.0881




Probability: Multiplicative Rule

Specific Multiplicative Rule of Probability states that
“ for any two independent events A and E, the
probability for the joint occurrence of both A and E
is the product of their individual probabilities”.

In general one can think of the Multiplicative Rule as
“and” rule.

If both event A and event E must happen in order for
a certain outcome to occur, and if A and E are
independent of each other then one can use Specific
multiplicative rule to calculate the probability of the
outcome.

Probability: Multiplicative Rule

Consider a cross between two heterozygous (Aa)
individuals. What is the probability for an (aa) individual
in the next generation.

The only way to get an (aa) off spring is that mother
contributes (a) gamete and a father contributes (a)
gamete as well.

Each parenthas 1/2 chance of making an (a) gamete.
Thus the chance of (aa) offspring is:

Let A = an event that mother contributes "a" gamete
Let B = an event that father contributes "a" gamete

P(mother contributes a and father contributesa) = P(ANB)

1 1 1

PANB)=PA)xPB)= —x—= —

( ) =P(A) x P(B) 5%X3= 1
https://www.khanacademy.org/science/biology/classical-




Probability: Multiplicative Rule

Lets look at the Punnett Square.

‘/z C\(\o\vxce
ot gAY oy &
o fatner

i@ A A

Y2 dhance Chance of 20T
of getring @ A o e,\le,vx-\‘s ot:a&w-'w\cﬁ:
a a2 = —

motner 2 274

https://www.khanacademy.org/science/biology/classical-genetics/mendelian--genetics/a/probabilities-in-
genetics

Probability: Multiplicative Rule

algebraic manipulation
of the multiplicative =~
rule stated earlier, that } ]
END it may be used to find =~
any one of the three //
probabilities inits
statement if the other
two are known .

We see through the _ 3




Applied Biostatistics

Probublhty
Additive
Rule

Probability: Additive Rule

Mutually Exclusive Events
Two or more events are said to be mutually exclusive if
the events do not have any outcomes in common. They

are events that can not occur together.

If A and B are Mutually Exclusive events then the joint
probability of A and B equals zero, that is, P(A and B) =

0
‘ S




Probability: Additive Rule

Not - Mutually Exclusive Events

Two or more events are said to be not mutually
exclusive if the events have some outcomes in
common. They are events that can occur together.

If A and B are Mutually Exclusive events then the joint
probability of A and B exists, that is, P(Aand=8) 0

Probability: Additive Rule

Additive Rule for Mutually Exclusive Events

Frequency of Family History of Mood Disorder
by Age Group Among Bipolar Subjects

Family History of

Mood Disorders Early = 18(E) Later > 18(L) Total
Negative (A) 28 35 63
Bipolar disorder (B) 19 38 57
Unipolar (C) a 44 85
Unipolar and bipolar (D) 53 60 13
Total 14 177 318

Source: Tasha D. Carter, Emanuela Mundo, Sagar V. Parkh, and James L. Kennedy,
“Early Age at Onset as a Risk Factor for Poor Outcome of Bipolar Disorder,” Journal
of Psychiatric Research, 37 (2003), 297-303.

What is the probability that a person selected will be an

Early age at onset (E) or Later age at onset (L).

P(Early Age at onset OR Later age at onset) = P(EUL) = P(E) + P(L)
141 177

P(EUL) = ﬁJrﬁ:I




Probability: Additive Rule

Additive Rule for Mutually Exclusive Events

For an example lets use the Additive rule to predict
the fraction of off spring from an Aa x Aa cross that
will have the dominant phenotype. (AA or Aa

genotype).

In this cross there are three events that can lead to a
dominant phenotype.

* Two A gametes meet (giving AA genotype) OR

* A gamete from Mom meets with a gamete from
Dad (giving Aa genotype) OR

- a gamete from Mom meets with A gamete from
Dad (giving Aa genotype).

Probability: Additive Rule

Additive Rule for Mutually Exclusive Events

In this cross there are three events that can lead to a dominant
phenotype.

Two A gametes meet (giving AA genotype) OR

A gamete from Mom meets with a gamete from Dad (giving
Aa genotype) OR

a gamete from Mom meets with A gamete from Dad (giving Aa
genotype).

Since each individual event has probability of occurrence = 1/4

o |
o |
Il
o | e

+

o |

P(AUBUC) =P(A)+ P(B) + P(C) =




Probability: Additive Rule

Additive Rule for Mutually Exclusive Events
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Probability: Additive Rule

DEFINITION

Given two events A and B, the probability that event A, or event B,
or both occur is equal to the probability that event A occurs, plus the
probability that event B occurs, minus the probability that the events
occur simultaneously.

The addition rule may be written

P(AUB) = P(A) + P(B) — P(ANB)

When events A and B cannot occur simultaneously, P(A M B) is sometimes called
“exclusive or,” and P(AMNB) = 0. When events A and B can occur simultaneously,
P(AN B) is sometimes called “inclusive or,” and we use the addition rule to calculate
P(AUB). Let us illustrate the use of the addition rule by means of an example.




Probability: Additive Rule

Frequency of Family History of Mood Disorder
by Age Group Among Bipolar Subjects

Family History of

Mood Disorders Early = 18(E) Later > 18(L) Total
Negative (A) 28 35 63
Bipolar disorder (B) 19 38 57
Unipolar (C) 41 44 85
Unipolar and bipolar (D) 53 60 13
Total 141 177 318

Source: Tasha D. Carter, Emanuela Mundo, Sagar V. Parkh, and James L. Kennedy,
“Early Age at Onset as a Risk Factor for Poor Ouicome of Bipolar Disorder,” Journal
of Psychiatric Research, 37 (2003), 297-303.

If we select a person at random from the 318 subjects represented in Table what
is the probability that this person will be an Early age of onset subject (E) or will have
no family history of mood disorders (A) or both?

The probability we seek is P(EUA).

P(EuA)=P(E)+ P(A)— P(En A)
14'1+ 63 28 =0.5534
318 318 318

P(EUA) =

Probability: Additive Rule

There are various other
rules which are used to
calculate probability of
an event. ‘ }’ |

END 1/
* Rule for /.
Complementary evgvjfs

& 4

+ Bayes Rule




Applied Biostatistics

Diagnostic
Testing - |

Lecture no 57

Diagnostic Testing - |

o Tests are used in Clinical Diagnosis and Screening.

o In the health sciences, a widely used application of
probability laws and concepts is found in the
evaluation of screening tests and diagnostic criteria.

o Clinicians look for enhanced ability to correctly
predict the presence or absence of a particular disease
from the knowledge of test results.

o Biostatisticianlook for the Information regarding the
likelihood of positive and negative test results and
likelihood of the presence or absence of a particular
symptom in patients with and without a particular
disease.




Diagnostic Testing - |

o How well is a subject classified into disease or non
disease category?

o ldeally all subjects having the disease should be
classified as “having the disease” and vice
versa.

o Practically, we must be aware of the fact that
“Tests are not always infallible”.

o The ability to classify individuals into the
correct disease status depends on the accuracy
of the tests, among other things

Diagnostic Testing - |

* A diagnostic test is used to determine the
presence or absence of a disease when a
subject shows signs or symptoms of the
disease.

» A screening test identifies asymptotic
individuals who may have the disease.

» The diagnostic test is performed after a

positive screening test to establish
definitive diagnosis.

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf




Diagnostic Testing - |

Some Common Screening Tests

 Fasting blood cholesterol for heart disease.
« Fasting blood sugar for diabetes.

* Blood Pressure for hypertension.

« Mammography for breast cancer.

* PSA test for prostate cancer.

* Fecal Occult blood test for colon cancer.

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf

Diagnostic Testing - |

Variation in Biological Values

* Many test results have a continuous scale ( are
continuous variables)
* Blood Glucose level (70 - 100 mg/dL)
* Cholesterol level ( less than 100 mg/dL)
* Blood Pressure
 Systolic Blood Pressure 120
» Diastolic Blood Pressure 80

 Distribution of Biological measurements in
humans may or may not permit easy separation
of diseased from non-diseased individuals, based
upon the value of the measurements.

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf




Diagnostic Testing - |

In summary, the following questions must be answered in order to evaluate the
usefulness of test results and symptom status in determining whether or not a subject
has some disease:

1. Given that a subject has the disease, what is the probability of a positive test result
(or the presence of a symptom)?

2. Given that a subject does not have the disease, what is the probability of a negative
test result (or the absence of a symptom)?

3. Given a positive screening test (or the presence of a symptom), what is the prob-
ability that the subject has the disease?

4. Given a negative screening test result (or the absence of a symptom), what is the
probability that the subject does not have the disease?

Diagnostic Testing - |

o One must know the correct disease status prior to
calculation.

o Gold Standard test is the best test available
o Itis often invasive or expensive

o A new test is, for example, as new screening test
or a less expensive diagnostic test.

o Use a 2 x 2 table to compare the performance of
the new test to the gold standard test.

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf




Diagnostic Testing - |

Disease
I —
+
a b
(True positives) | (False positives)
Test
C d
(False negatives) | (True negatives)

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf

Diagnostic Testing - |

A testing procedure may yield:

o False Positive

o When a test indicates a positive status (as
having disease) when the true status is
negative (not having disease).

o False Negative
o When a test indicates a negative status (not

having disease) when the true status is
positive (having disease).




Diagnostic Testing - |

Sensitivity ofa test (or symptom) is the probability of a positive
test result (or the presence of the symptom) given the presence of
the disease.

Sensitivity is the ability of the test to identify correctly those who
have the disease (a) from all individuals with the disease (a+c)

Sensitivity is a fixed characteristic of the test

Disease
+ —
e T +

+ Sensitivity = Pr( /D +)

a b

(True positives)
New test a True Positive

- Sensitivity = = :

c d a+c Disease +

(True negatives)

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf

Diagnostic Testing - |

Specificity of a test (or symptom)is the probability of a negative
test result (or the absence of the symptom) given the absence of
the disease.

Specificity s the ability of the test to identify correctly those who
do not have the disease (d) from all individuals free from the
disease (b + d)

- Disease “eristic of the test

+ -—

+ Sepecificity = Pr (T _/D _)
a b

(True positives)
New test

— Speci ficity = d  TrueNegatives

¢ d pecificily = 514" Dissase =

(True negatives)

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf




Diagnostic Testing - |

If a person tests positive,

what is the probability A
that he or she has the \\\
disease? )

And if the person tests /'
negative, what is the
probability that he or//
she does not have the
disease?

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf

Diagnostic Testing - |

The Positive Predictive Value (PPV) of a screening test (or
symptom) is the probability that a subject has the disease given
that the symptom has positive screening test result (or has the
symptom)

Posmve Predlctlve Value (PPV) is the proportion of patients who

Disease - 'eﬂwas (D +/T +)

o =
a True Positive
+ PPV = =
a b a+b Test +
(True positives) | (False positives)
Test
- P(T | D) P(D)
d P(D |T) = ——
< P(T | D) P(D) + P(T | D) P(D)
(False negatives) | (True negatives)

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf




Diagnostic Testing - |

The Negative Predictive Value (NPV) of a screening test (or
symptom) is the probability that a subject does not have the
disease given that the symptom has negative screening test result
(or does not have the symptom)

Negative Predictive Value (NPV) is the proportion of patients who
test Negative who actually do not have the disease.

Disease
+ - NPV =Pr(P—fn_)
+ d True Negatives
a b NPV = =
(True positives) | (False positives) c+d Test —
Test
— = P(T | D) P(D)
¢ PR 7 ] e LA
. _ P(T | D) P(D) + P(T | D) P(D)
(False negatives) | (True negatives)

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf

Diagnostic Testing - |

Estimates of the Positive Predictive Value and Negative
Predicative Value of a test (or symptom) maybe obtained from
knowledge of a test’s (or symptom’s) sensitivity and specificity
and the probability of the relevantdiseasein the general
population.

m For those who are interested

sensitivity x prevalence
(sensitivity x prevalence) + (1- specificity) x (1- prevalence)

PPV =

specificity x (1- prevalence)

NPV =
[(specificity x (1- prevalence)] + [(1- sensitivity) x prevalence]

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf




Diagnostic Testing - |

Sensitivity, Specificity
Positive Predictive Value and
Negative Predictive Value

All these measures help to
discuss the effectiveness of a
newly introduced diagnostic
test.
Having higher sensitivity

doesn’t necessarily means / [
that specificity will also be =
higher and Vice Versa. =

END

One need to find a goda/
tradeoff among all these
values to get the best test.

Applied Biostatistics

Diagnostic
Testing - Il




Diagnostic Testing - |l

Assume a population of 1,000 people
100 have a disease

900 do not have the disease

A screening test is used to identify the 100 people with the

disease

The results of the screening appears in this table

True Characteristics in Population

Screening

Results Disease No Disease
Positive 80 100 180
Negative 20 800 820
Total 100 900 1,000

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf

Screening
Results

Diagnostic Testing - |l

True Characteristics in Population

Disease

No Disease

Positive @
Negative / ,_Z_Q\
Total ( 1 00)

Sensitivity =80/100 = 80%

/
/ /

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf




Diagnostic Testing - |l

Positive predictive value =
80/180 =44%

True Characteristics in Popuiation

Screening

Results Dises.se No Disease
Positive 129 180
Negative 20 @0(9 820
Total 100 9)50 / 1,000

Negative predictive value = 800/820 = 98%

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf

Diagnostic Testing - |l

m Example: type Il diabetes mellitus

— Highly prevalent in the older, especially obese, U.S.
population

— Diagnosis requires oral glucose tolerance test

— Subjects drink a glucose solution, and blood is drawn at
intervals for measurement of glucose

— Screening test is fasting plasma glucose

» Easier, faster, more convenient, and less expensive

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf
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Diabetics Non-diabetics
Hiah 20 diabetics
i ) ) .
9 & 20 non-diabetics
Blood
sugar
Low
http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf

Diabetics Non-diabetics

Subjects are
screened using
fasting plasma
glucose with a low
(blood sugar) cut-
point

High

Blood
sugar

Diabetics ‘Non-Diabetics

+ 17 14

— 3 6

20 20

Low Sens=85%  Spec=30%

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf
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Diabetics Non-diabetics
Subjects are

screened using
fasting plasma
glucose with a high

High

cut-point
Blood
sugar
+ 5 2
- 15 18
20 20
Low Sens=25%  Spec=90%

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf

Diabetics Non-diabetics
In a typical
population, there is
no line separating
the two groups, and
the subjects are
mixed

High

Blood
sugar

Low

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf
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High

Blood
sugar

Low

Diabetics

Non-diabetics
In a typical

population, there is
no line separating
the two groups, and
the subjects are
mixed

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf

Diagnostic Testing - |l

High

Blood
sugar

Low

Diabetics Non-diabetics .
Soro e
22000 oy
g 0c
o o 9%o

o 0“0
Co © o O
O QQ

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf
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High

Blood
sugar

Low

Diabetics

Non-diabetics

A screening test
using a high cut-
point will treat the
bottom box as
normal and will
identify the 7
subjects above the
line as having
diabetes

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf

Diagnostic Testing - |l

High

Blood
sugar

Low

Diabetics

Non-diabetics

But a low cut-point
will resultin

identifying 31
subjects as having
diabetes

http://ocw .jhsph.edu/courses/FundEpi/PDFs/Lecture11.pdf
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Lessons Learned

m Different cut-points yield different sensitivities and
specificities

m The cut-point determines how many subjects will be
considered as having the disease

m The cut-point that identifies more true negatives will also
identify more false negatives

m The cut-point that identifies more true positives will also
identify more false positives

Diagnostic Testing - |l
Where to Draw the Cut-Point

Where to Draw the Cut-Point

m If the diagnostic (confirmatory) test is expensive or invasive:
— Minimize false positives
or
— Use a cut-point with high specificity
m If the penalty for missing a case is high (e.g., the disease is
fatal and treatment exists, or disease easily spreads):
— Maximize true positives
» Thatis, use a cut-point with high sensitivity
m Balance severity of false positives against false negatives




END

Sensitivity and Specificity
values alone may be highly
misleading

\"\\
The “Worst-case” sensiti\>‘,‘
and specificity must be .
calculated in order to avo =




ROC CURVES

The Sensitivity and Specificity of a diagnostic test depends on
more than just the “quality “ of the test.

They also depends on the definition of what constitutes an

-albnommal test: Sy
140 _ Look at the idealized graph

[ tNemar || | showing the number of patients
A _ with and without a disease
I | | arranged according to the value
of a diagnostic test.

The area of overlap indicates
where the test cannot distinguish
normal from disease.

Frequency

In practice, we choose a cutpoint
s : el above which we consider the test
0 A 10 to be abnormal and below which
we consider the test to be normal.

Test walue

http://gim.unmc.edu/dxtests/ROC1.htm

ROC CURVES

Consider the following data on patients with suspected
hypothyroidism reported by Goldstein and Mushlin (J Gen Intern
Med 1987;2:20-24.). They measured T4 and TSH values in
ambulatory patients with suspected hypothyroidism and used the
TSH values as a gold standard for determining which patients were

truly hypothyroid.
T4 value Hypothyroid Euthyroid
5 orless 18 1
51-7 7 17
7.1-9 4 36
9 or more 3 39
Totals: 32 93

The lower the T4 value, the more likely the patients are to be
hypothyroid.

http://gim.unmc.edu/dxtests/Default.htm




ROC CURVES

To illustrate how sensitivity and specificity change
depending on the choice of T4 level that defines

T4 values of 5 or less are
considered to by

hypothyroidism.

T4 value Hypothyroid | Euthyroid
5 orless 18 1
51-7 7 17
7.1-9 4 36

9 or more 39
Totals: 32 93

hypothyroid
T4 value | Hypothyroid | Euthyroid
5 orless 18 1
>5 14 92
Totals: 32 93

the sensitivity is 0.56 and the specificity is 0.99

http://gim.unmc.edu/dxtests/Default.htm

ROC CURVES

To illustrate how sensitivity and specificity change
depending on the choice of T4 level that defines

hypothyroidism.

T4 value Hypothyroid | Euthyroid
5 orless 18 1
51-7 17
7.1-9 4 36

9 or more 3 39
Totals: 32 93

T4 values of 7 or less are
considered to by

hypothyroid
T4 value | Hypothyroid | Euthyroid
7 orless 25 18
>7 7 75
Totals: 32 93

the sensitivity is 0.78 and the specificity is 0.81

http://gim.unmc.edu/dxtests/Default.htm




ROC CURVES

To illustrate how sensitivity and specificity change
depending on the choice of T4 level that defines

hypothyroidism.

T4 values of 9 or less are

considered to by

T4 value Hypothyroid | Euthyroid hypothyroid
5 orless 18 1 T4 value | Hypothyroid | Euthyroid
5.1-7 ’ 17 9 orless 29 54
7.1-9 4 36 9 3 39
9 or more 3 39 Totals: 32 93
Totals: 32 93

the sensitivity is 0.91 and the specificity is 0.42

http://gim.unmc.edu/dxtests/Default.htm

ROC CURVES

Hence the table of Sensitivity and
Specificity at various cut points is

T4 value Hypothyroid | Euthyroid gvenas

5 orless 18 1 Cutpoint | Sensitivity | Specificity

51-7 7 17

71-9 4 36 5 0.56 0.99

9 or more 39 7 0.78 0.81

Totals: 32 93 9 0.91 0.42

o Improvethe sensitivity by moving to cut-pointto a higherT4
value

o You can make the criterionfor a positive test /essstrict.

o improve the specificity by moving the cut-point to a lower T4
value

o you can make the criterion for a positive test more strict

o thereis a tradeoff between sensitivity and specificity

o change the definition of a positive test to improve one but

the nathor will daocline http://gim.unmc.edu/dxtests/Default.htm




ROC CURVES

Hence the table of Sensitivity and
Specificity at various cut points is

given as
Cutpoint | Sensitivity | Specificity
5 0.56 0.99
7 0.78 0.81
9 0.91 0.42
. True False
Cutpoint Positives | Positives
5 0.56 0.01
7 0.78 0.19
9 0.91 0.58

True positive rate (sensitivity)

1

0.9 J
0.3 4
0.7
06 |
0.5 4

0.4

0.3
0.2 J
0.1 4

ROC Curve for T4

T T T T T T T T T
0 01 02 03 0.4 0S5 06 07 D3 D9

False positive rate (1-specificity)

http://gim.unmc.edu/dxtests/Default.htm

1

ROC CURVES

Receiver Operating Characteristic (ROC) Curve, is a

plot of the true positive rate against the false

positive rate for the different possible cut points of

the diagnostic test.

1. It shows the tradeoff between sensitivity and specificity
(any increasein sensitivity will be accompanied by a
decrease in specificity).

2. The closer the curve follows the left-hand border and then

the top border of the ROC space, the more accurate the
test.

3. The closer the curve comes to the 45-degreediagonal of
the ROC space, the less accurate the test.

4. The slope of the tangent line at a cut point gives the
likelihood ratio (LR) for that value of the test.

http://gim.unmc.edu/dxtests/Default.htm




ROC CURVES

Comparing ROC Curves
14
09 4
08 - .
07 -
0E | / < 0.90-1 = excellent (A)
zos{ [ o 0.80-0.90 = good (B)
guayi ,‘ 0.70-0.80 = fair (C)
g 33 1 4 = e 0.60-0.70 = poor (D)
= Uz~ i —— Good ) — fai
o1 1L = 0.50-0.60 = fail (F)
U 1 1 Ll Ll T Ll T Ll 1 —
0 010203040506 070809 1
False positive rate

ROC CURVES

ROC analysis is a part of
field called “ Signal
Detection Theory”

Which was developed \\
during World War Il for “1 \'\
the analysis of radar | N
images. (," -"

END
It was not until 1970°s /;
that signal detection
theory was recognized as
useful for interpreting
medical test results.

http://gim.unmc.edu/dxtests/Default.htm
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Measures of Morbidity - |

Morbidity has been defined as any departure,
subjective, objective, from a state of physiological,
psychological well - being.

In Practice, Morbidity encompasses disease, injury, and
disability, and number of persons who areill.

Measures of morbidity frequency characterize the

number of persons in a population who becomeill
(incidence) or are ill at a given time (prevalence).

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html




Measures of Morbidity - |

Measure

Numerator

Denominator

Incidence Proportion
(or Attack Rate or Risk)

Number of New Cases of
Disease during Specified
Time Interval

Population atstart of
Time interval

Incidence Rate
(Or Person Time Rate)

Number of New Cases of
Disease during Specified
Time Interval

Summed person-years of
observation or average
population duringtime

interval

Point prevalence

Number of current cases
(new and preexisting) at
a specified pointin time

Population atthe same
specified pointin time

Period prevalence

Number of current cases
(new and preexisting)
over a specified period of
time

Average or mid-interval
population

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html

Measures of Morbidity - |

Incidence refers to the occurrence of new cases of
disease or injury in a population over a specified

period of time.

Although some epidemiologists use incidence to
mean the number of new cases in a community,

others use incidence to mean the number of new
cases per unit in the population.

o Incidence Proportion
o Incidence Rate

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html
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Incidence Proportion

is the proportion of an
that develops
disease,
becomes injured, or dies during a specified

Synonyms include attack rate, risk, probability of
getting disease, and cumulative incidence.

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html

Measures of Morbidity - |

Incidence Proportion

is a proportion the
persons in the numerator, those who develop
disease, are all included in the denominator (the
entire population).

Number of new cases of disesase or
injury during specified period
Size of Population at the start of period

Incidence Proportion (Risk) =

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html
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Example A: In the study of diabetics, 100 of the 189
diabetic men died during the 13-year follow-up
period. Calculate the risk of death for these men.

Numerator = 100 deaths among the diabetic men
Denominator = 189 diabetic men
10" = 10?2 =100

Risk = (100 /189) x 100 = 52.9%

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html

Measures of Morbidity - |

Example B: In an outbreak of gastroenteritis among

attendees of a corporate picnic, 99 persons ate potato
salad, 30 of whom developed gastroenteritis. Calculate
the risk of illness among persons who ate potato salad.

Numerator = 30 persons who ate potato salad and
developed gastroenteritis

Denominator = 99 persons who ate potato salad
10" = 102 = 100

Risk = "Food-specific attack rate” = (30/99) x 100
= 0.303 x 100
= 30.3%

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html
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Properties and uses of Incidence

The probability of developing the disease during
the specified period.

It includes only new cases of disease

The denominator is the number of persons in the
population at the start of the observation period.

A risk is also a proportion.

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html

Measures of Morbidity - |

Incidence Rate

Incidence rate or person-time rate is a measure of
incidence that incorporates time directly into the
denominator.

A person-time rate is generally calculated from a
long-term cohort follow-up study

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html
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Nciaence Rat

Typically, each person is observed from an
established starting time until one of four "end
points” is reached:

o Onset of disease
o Death
o Migration out of the study ("lost to follow-up")

Similar to the incidence proportion, the numerator of
the incidence rate is the number of new cases
identified during the period of observation. However,
the denominator differs.

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html

Measures of Morbidity - |

Example

In 2003, 44,232 new cases of acquired immunodeficiency
syndrome (AIDS) were reported in the United States. The
estimated mid-year population of the U.S. in 2003 was
approximately 290,809,777. Calculate the incidence rate of AIDS
in 2003.

Numerator = 44,232 new cases of AIDS
Denominator = 290,809,777 estimated mid-year population
10" = 100,000

Incidence rate = (44,232/290,809,777) x 100,000
= 15.21 new cases of AIDS per 100,000 population

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html
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Properties and Uses of Incidence Rate

An incidence rate describes how quickly disease
occurs in a population

Because person-time is calculated for each subject, it
can accommodate persons coming into and leaving
the study.

The denominator accounts for study participants
who are lost to follow-up or who die during the
study period.

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html

Measures of Morbidity - |

Properties and Uses of Incidence Rate

Person-time has one importantdrawback. Person-time
assumes that the probability of disease during the study
periodis constant,

Long-term cohortstudies of the type described here are not
very common

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html
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END

Finally, if you report the
incidence rate of, say,
the heart disease study
as 2.5 per 1,000 person-
years,

epidemiologists might I
understand, but most
others will not.

'y |

///
simply replace " person-
years“ with "persons pev
year.' »

Applied Biostatistics

Measures
of
Morbidity - |l




Measures of Morbidity - Il

Prevalence: Sometimes referred to as Prevalence Rate.

It is the Proportion of persons in a population who
have a particular disease or attribute at a specified
point in time or over a specified period of time.

Point prevalence refers to the prevalence measured at
a particular point in time. It is the proportion of
persons with a particular disease or attribute on a
particular date.

Period prevalence refers to prevalence measured over
an interval of time. It is the proportion of persons with
a particular disease or attribute at any time during the
interval.

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html

Measures of Morbidity - I

Method for calculating prevalence of disease

All new and preexisting cases
durign a given time period

- - - — x 10"
Population during the same time period

Method for calculating prevalence of an attribute
Persons having a particular attribute
durigna given time period
Population during the same time period

x 107

The value of 10" is usually 1 or 100 for common
attributes. The value of 10" might be 1,000, 100,000,
or even 1,000,000 for rare attributes and for most
diseases.

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html
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EXAMPLE: Calculating Prevalence

In a survey of 1,150 women who gave birth in Maine
in 2000, a total of 468 reported taking a multivitamin
at least 4 times a week during the month before
becoming pregnant. Calculate the prevalence of
frequent multivitamin use in this group.

Numerator = 468 multivitamin users
Denominator = 1,150 women

Prevalence = (468 / 1,150) x 100 = 0.407 x 100 =
40.7%

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html

Measures of Morbidity - I

Properties and uses of Prevalence

Prevalence and incidence are usually confused. The
key difference is in their numerator

Numerator of incidence = new cases that occurred
during a given time period

Numerator of prevalence = all cases present during a
given time period

Prevalence is based on both incidence and duration
of illness.

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html
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Properties and uses of Prevalence

High prevalence of a disease within a population
might reflect high incidence or prolonged survival
without cure or both.

Conversely, low prevalence might indicate low
incidence, a rapidly fatal process, or rapid recovery.

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html

Measures of Morbidity - I

Prevalence rather than
incidence is often
measured for chronic
diseases such as

END diabetes or
osteoarthritis which
have long duration and
dates of onset that are /,'
difficult to pinpoint.
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Measures of Mortality

Mortality Rate

A Mortality rate is a measure of the frequency of

specified interval.

occurrence of death in a defined population during a

Mortality and Morbidity measures are often the same
mathematically; its just a matter of what you choose to

measure, iliness or death

Deaths occuring during
a given time period
Size of Population
among which the deaths occured

Mortality Rate =

x 10™

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html




Measures of Mortality

Mortality Rate

Deaths occuring during
a given time period
Size of Population
among which the deaths occured

Mortality Rate =

x 10"

When mortality rates are based on vital statistics (e.g.,
counts of death certificates), the denominator most

commonly used is the size of the population at the
middle of the time period.

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html

Measures of Mortality

Crude Mortality (Death) Rate

Total number of deaths during
a given time interval

Crude Mortality Rate =
ruce Mortality ¢ Mid Year Population

» 100,000|

The crude mortality rate is the mortality rate from all
causes of death for a population.

In Pakistan the Crude Mortality Rate has been non-
increasing for past many years.

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html




Measures of Mortality

Crude Mortality (Death) Rate

The population (in thousands) of Pakistan in 2016 was
estimated to be 199,710 and the total number of death (in
thousands) for the same year were 1318. Then the Crude
Mortality Rate can be measured as:

Crude Mortality Rate = 1,318,000 x 1,000 = 6.6
rude Mortality Rate = Too10.000 © 0 =6

This values means that, in the year 2016, there were 6.6
deaths occurred per 1,000 people living in a country

Measures of Mortality

Crude Mortality (Death) Rate

To compare the crude
death rates of two
communities is hazardous.

|
Unless it is known that the \\ \

.. B
communities are I

comparable with respect

|
|

to the many
characteristics

/ 4
These comparable /

characteristics should be
other than health /
conditions, that influence
the death rate.




Measures of Mortality

Cause Specific Mortality Rate

Number of deaths assigned to
a specific cause during a given time interval

C Specific Mortality Rate =
ause Specific Mortality Rate Mid — Interval Population

x 107

The cause-specific mortality rate is the mortality rate
from a specified cause for a population.

The numerator is the number of deaths attributed to a
specific cause.

The denominator remains the size of the population
at the midpoint of the time period

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html

Measures of Mortality

Age Specific Mortality Rate

Number of deaths in
specific age group
Number of Person in that
age group in the population

Age Specific Mortality Rate = x 10m

An age-specific mortality rate is a mortality rate
limited to a particular age group.

The numerator is the number of deaths in that age
group

The denominator is the number of persons in that age
group in the population.

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html




Measures of Mortality

Infant Mortality Rate

Number of deaths among children < 1 year
of age reported during a given time period
Number of Live births reported
during the same time period

Infant Mortality Rate =

x 10™

The infant mortality rate is generally calculated on an
annual basis.

It is a widely used measure of health status because it
reflects the health of the mother and infant during
pregnancy and the year thereafter.

Is the infant mortality rate a ratio? Yes

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/section2.html

Measures of Mortality

There are various other
Measures of Mortality:

o Neonatal Mortality Rate

o Fetal Death Rate
|

o Child Mortality Rate

END o Adjusted or Standardlzéd‘"'
Death Rates

o Maternal Mortality Rate ,

7/

https://www.cdc.gov/ophss/csels/dsepd/ss1978/lesson3/sec
tion2.html
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Bernoulli Distribution

Bernoulli Trials
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Bernoulli Distribution

Bernoulli Trial

An experiment or a trial, whose outcome can be
classified as either a success or a failure, is called
a Bernoulli Trial.

« Jacob Bernoulli (1965 — 1705)
e Swiss Mathematician

https://en.w ikipedia.orgiwiki/Jacob_Bernoulli#/media/File:Jakob_Bernoulii.jpg

Bernoulli Distribution

Bernoulli Distribution

The Bernoulli Distribution is a discrete
probability Distribution having two possible
outcomes.

Let X be a Bernoulli random variable, that occurs as
a result of a Bernoulli trial.

1 : When the outcome is success.
0 ; When the outcome is failure.

X
X




Bernoulli Distribution

Bernoulli Distribution

If p denotes the probability of Success
1 - p denotes the probability of Failure

Then the Probability Mass Function of X, which
is a Bernoulli Random Variable can be given as:

flax) = p*(1—p)t= x=01

Bernoulli Distribution

Bernoulli Distribution (Example)

Random Experiment: The birth of a

CI' ald
No. of Possible Outcomes = 2
1. Baby Boy
2. Baby Girl

http:// turkiy enil i.com/1w20! p6r7e8s9
s0/venus-v e-mars-sembolleri/

Success = Birth of a Baby girl = p
Failure = Not a birth of a baby girl = 1- p

Event of Interest = Birth of a Baby girl

Let the random variable “X"” denotes the birth of a baby girl
X=0,1

_ a_fprl-pt* forx {01}
p(X %) { 0 Otherwise




Bernoulli Distribution

Bernoulli Distribution (Example)

No. of Possible Outcomes = 2
1. Baby Boy
2. Baby Girl

Event of Interest = Birth of a Baby girl

Let the random variable “X"” denotes the birth of a baby girl
X=0,1

Success = p = 0.60
Failure=1-p=1-0.60 = 0.40

_ a_Jpr(l—p)t= forx €{01}
A=A { 0 Otherwise

P(X=0)= (060)°(1—0.60)*°=040

P (X =1)= (0.60)*(1—0.60)11=0.60

Bernoulli Distribution

Bernoulli Distribution (Example)

_ a_fprl-pt* forx €{01]
ARESTATS { 0 Otherwise

P (X =0)= (060)%(1—-060)1% =040

P (X =1)= (0.60)*(1—0.60)11=0.60

o o o o O ©o
. . . . . .




Bernoulli Distribution

Bernoulli Distribution (Example)

_ a_Jpr(1—p)i= forx €{01}
A=A { 0 Otherwise

P(X=0)= (060)°(1—0.60)1%=040

P (X =1)= (0.60)1(1—0.60)1"1=0.60

Mean = E(X) = Z P =(0x(1-p))+ (1xp)=p
X=01
Mean = E(X) = Z X P(X) = (0 x 0.40) + (1 x 0.60) = 0.60
X=01

Variance = E(x?) — (E(X)) =[02 x (1 —p)+ 12 xp] — (p)2=p (1 —p)

lVaricmr:e =p(l—p) = 060(1-060) = 0.24-‘

Bernoulli Distribution

* The Bernoulli
distribution is the
simplest discrete
Probability distribution.

* It is the building block
for other more | B
complicated discrete ) | I,
END distributions. /

/4
1. Binomial Distribution

2. Geometric Distribution/;,:‘

3. Negative Binomia
Distribution




Applied Biostatistics

Distribution - |

Binomial Distribution - |

Bernoulli Process

A Sequence of Bernoulli Trials forms a Bernoulli
Process, under the following conditions

Mutually exclusive, outcomes.
1. Success
2. Failure

3. The trials are independent.

1. Each Trial results in one of the two possible,

2. The Probability of Success, denoted by “p”
remains constant from trial to trial.




Binomial Distribution - |

Binomial Probability Distribution

A Binomial Probability Distribution results from
a Bernoulli Process that meets all the following
requirements.

1. The Procedure has a fixed number of Trials.

2. Each trial must have all outcomes classified into
two categories (Success, Failure)

3. The Probability of success remains constant from
trial to trial.

4. Successive trials must be independent.

Binomial Distribution - |

Binomial Probability Mass Function

L
= = p:(l_p)ﬂ—x x= DJ' 11'21""1‘11'
P{X = x) {(x) 0 Ot} ice

S and F (Success and Failure) will denote two
possible outcomes

p and q will denote the probabilities of S and F,
respectively, so.

PS)=p (p = probability of success)
PF)=1-p=q (q = probability of failure)
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Binomial Probability Distribution: Notation

n = Number of fixed Trials
x = Specific number of successes in “n” trials.

p = The probability of success in one of the “n”
trials

q = The probability of failure in one of the “n”
trials

P(x) = The probability of getting exactly "x"
success among the “n” trials.

Binomial Distribution - |

Binomial Probability Distribution: Rationale

b(x;an) = P(x = x) = #!_x)! px(l _p)ﬂ—x x=0,1, 2:"':'{

| |
No. of outcome with rhe Probability of "x"

exactly "x" successes nen
g" " teials successesamong "n

aomng "n" trial trials for any one

particular order
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Methods for Finding Probability

3. Using technology

We will discuss three methods for finding the
probabilities corresponding to the random
variable “x” in a binomial distribution.

1. Using the Binomial Probability Formula

2. Using the Table of Probabilities

Binomial Distribution - |

Method 1: Using the Binomial Probability Formula

P(X¥ =x) = {(:) P"(j[»)_ p)n=

x=012-,n
Otherwise

1!

x! (n —x)!

P(x =x) = Y F p:(i_p)ﬂ_z X = 011121'"rﬂ|
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Method 1: Example

Using Multiplication Rule:

Suppose we have 7 = 5and p = 0.60. The probability
that binomial trials yield four successes will be given
as (one way to do only):

P(SSS5F) = ppppq = (0.60)% x 0.40 = 0.05184

Binomial Distribution - |

Method 1: Steps

Step 1: Identify a success
Step 2: Determine , p, the success probability
Step 3: Determine, n, the number of trials

Step 4: The binomial probability formula for the
number of successes, X, is

PX=2) = — 1

x (n—x)lpz(l_p)ﬂ_: xzorlrgr'"rﬂ|
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Method 1: Example

Using Binomial Probability Distribution:

Suppose we have 7 = 5and p = 0.60. The probability
that binomial trials yield four successes will be given

Binomial Distribution - |

Method 1: Example

Using Binomial Probability Distribution:

p =0.60
1-p =q=0.40
X =4

n!
_ _ i _ myn—x — .
P(X =x) = YR (1-p) x=0,12, ,r:|

P(X =4) = ﬁ (0.60)*(1— 0.60)5~* =5(0.1296)(0.4) = 0.2592
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Method 1: Example

Using Binomial Probability Distribution:
n=>5
p = 0.60 P(X=0)= 0?—;,(0.(550)“(0.40)5 = 0.0102.
1-p =q=0.40 N

5!
P(X=1)= m(0.60)1(0.40)4 = 0.0768.

5!
P(X =2)= ﬁ(0.60)2(0.40)3 = 0.2304.

5!

P(X =3)= ﬁ(0.(;'i())3(().40)2 = 0.3456.
!

P(X =4) = %(0.60)4(0.40)1 = 0.2592.
5!

P(X =5) = W(0.60)5(0.40)0 = 0.0778.

Binomial Distribution - |

o One has to be very
certain that “x” and
“p” both refers to the
same category, being
called a success.

o When the sampling |s 3 |
END conducted without =~ =
replacement, then
consider events to be
independent if n<0.05
N /
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Binomial
Distribution - Il

Binomial Distribution - |l

Method 2: Using the Table of Probabilities

01 05 .0 .5 .20 .25 .30 .35 .40 .45 .50 .55 .60

980 902 .810 .723 640 563 .490 423 360 303 250 .203 .160
020 095 .180 255 ,320 375 420 455 480 .495 500 .495 .480
000 002 010 023 .040 063 090 .123 .160 .203 .250 .303 .360

970 857 729 614 512 422 343 275 216 .166 .125 .091 .064
029 135 243 325 384 .422 441 444 432 408 375 .334 288
000 007 .027 .057 .096 .141 189 239 288 .334 375 .408 .432
000 000 .001 003 .008 .016 027 043 064 .091 .125 .166 .216

961 815 656 .522 410 316 240 .179 .130 092 .062 .041 .026
039 171 292 368 .410 .422 412 384 346 300 .250 .200 .154
001 .014 049 .098 .154 .211 .265 311 346 ,368 .375 .368 346
000 .000 .004 .011 .026 .047 076 .112 154 200 .250 .300 .346
000 000 000 .001 .002 .004 .008 .015 026 .041 .062 .092 .130

951 774 590 .444 328 237 .168 .116 078 .050 .031 .019 .010
048 204 328 392 410 396 360 .312 259 206 .156 .113 .077
001 021 .073 .138 205 264 .309 336 .346 .337 312 276 .230
.000 .001 008 024 .051 .088 .132 .181 .230 276 312 337 .346
000 000 .000 002 .006 .015 .028 .049 077 113 156 .206 .259
000 .000 000 000 000 .001 002 .005 .010 019 031 .050 .078

MEWN—=O PUN=0O WN=0 N—=0O|X




Binomial Distribution - |l

Method 2: Using the Table of Probabilities

n=>5 ,
p = 0.60 n x| .40 .45 .50 .55 .60
-p =q-= 2 0| 360 303 250 203 .160
1-p =q=040 1| 480 495 500 495 .480
5! 5 2| 160 203 250 303 360
A =l= 0|5|(0 B 40° = GO, 3 0| 216 .166 .125 .091 064
1| 432 408 375 334 288
5! 2| 288 334 375 408 432
PX=1)= 1|4|(0 60)'(0.40)" = 0.0768. 3| 064 091 .125 .66 216
4 0| 130 092 062 041 026
- 3 _ 1| 346 300 250 .200 .154
PO =2= zlsi (0 60)%(0.40)* = 0.2304 2| 346 368 375 368 346
3| .154 200 250 300 .346
pX_._s 060 0402:03456 4 026 041 .062 _.092 130
( )= 3'2'( )(0.40) ol o078 050 .031 .019 [[G70
51 1| 259 206 156 .113 |.077
P(X = 4) = —(0.60)*(0.40)" = 0.2592. 2| 346 337 312 .276 |.230
41! 3| 230 276 312 337 |.346
4| 077 113 156 .206 [259
P(X =5y= 5l0l(0 .60)%(0.40)° = 0.0778. 5| .010 019 031 .050 |.078

Binomial Distribution - |l

Method 2: Cumulative Probability Function

Distribution Function

i)
B(x;n,p) = Z G:)pk(l —p)nk x=0,12,-,n
k=0
B(x;n,p) = Z b(k;n,p) x=0,12,-,n

blx;n,p) = Blx;n,p) —B(x—1;n,p)




Binomial Distribution - |l

Method 2: Cumulative Probability Function

Plx <c]= 2(: },x(l )y

x=0
P
c 0.05 0.10 020 030 040 0.50 0.60
n=1 0 0950 0.900 0.800 0.700 0.600 0.500 0.400
1 1.000 1.000 1.000 1.000 1.000 1.000 1.000
n=2 0 0.903 0.810 0.640 0.450 0.360 0.250 0.160
1 0998 0990 0.960 0910 0.840 0.750 0.640
2 1.000 1.000 1.000 1.000 1.000 1.000 1.000

0.857 0.729 0.512 0.343 0.216 0.125 0.064
0.993 0972 0.896 0.784 0.648 0.500 0352
1.000 0999 0.992 0.973 0936 0.875 0.784
1.000 1.000 1.000 1.000 1.000 1.000 1.000

[V I S ]

Binomial Distribution - |l

Method 2: Cumulative Probability Distribution

= e 3lpeor

1-p =q=0.40 -

c 0.05 0.10 0.50 060
a=1 o |oss0 0900 0500 0.400
P (X = 4) = b(ﬂ]:-; Srﬂ_ﬁﬂ)l 1 1000 1.000 1000 1.000
a=2 0503 0310 0250 0180
0998 05% 0.7%0

|b(4-;. 5,0.60) = B(5;5,0.60) — B(4;5,0.60)

L]

1000 1.000 1.000

0774 0.3% 0.031
0977 0919 0.188
0599 0991 0.500
1000 1.000 0813
1000 1.000 0.969
1000 1.000 1.000

b(4;5,060) = 1— 0.922 = 0.078

WMok W N - O N - O
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Mean, Variance and Standard Deviation of the
Binomial Distribution

Mean = E(X) = ZXP(X) = np

x=0

Variance = E(X*) — [E(X)]* =np

SD = +variance = \/'ﬂ;pql

5 Mean=5x0.60=3
0.60 Variance = 5x0.60x0.40 = 1.2
P =q= 0.40 SD =1.90

Binomial Distribution - |l

Interpretation of the results

It is especially important to interpret results.
The Range Rule of Thumb suggests that values
are unusual if they are outside of these limits.
Maximum Usual Value = p + 20

Minimum Usual Value = y - 20




Binomial Distribution - |l

Effects of “n” and “p” on the shape

“ n

* For small “p” and small “n”, the binomial
distribution will be right skewed.

u n

* Forlarge “p” and small “n”, the binomial
distribution will be left skewed.

* For p = 0.5 and large or small “n” the binomial
distribution will be symmetric.

* For small p but large “n” the binomial
distribution approaches symmetry.

Binomial Distribution - |l

Binomial distribution for n = 10

0.4 04,

RRENURNNNRRNANNY

g
?
7
’
.
’

%
]

%

FRNNSRENN

o 10




Binomial Distribution - |l

Methods 3:

Using Technology

END Using MS Excel we wil
use a function

Applied Biostatistics

Binomial Distributio
Demo Using
MS Excel




Applied Biostatistics

Poisson
Distribution

Poisson Distribution

Interest:
Number of events occurring
* In a specific period of time.
* In a specific area of volume.

1. Number of death claims received per day by
an insurance company.

2. Number of families with child mortality.

3. Number of Aplha particles emitted from a
radioactive source during a given period of
time.




Poisson Distribution

The Discrete Distribution used for such instances
is called Poisson Probability Distribution.

Named after a French mathematician Simeon
Denis Poisson \

https://en.w ikipedia.orghviki/Sim%C3%A90on_Denis_Poisson

Poisson Distribution

Characteristics of a Poisson Random Variable

Let “X"” be the number of times a certain event
occurs during a given unit of time (or in given
area)

* The probability that event occurs in a given
unit of time is the same for all the units.

« The number of events that occur in one unit of
time is independent of the number of events in
the other units.

* The mean (or expected) rate is A.




Poisson Distribution

Characteristics of a Poisson Random Variable

Let “X"” be the number of times a certain event
occurs during a given unit of time (or in given
area) and it satisfies given characteristics

then “X” will be considered as a Poisson Random
Variable, with parameter A.
AT

pa) = =,

r=0,1,2,...

A = The average number of events per interval
e =The number 2.71828... (Euler's number) the base of
the natural logarithms

Poisson Distribution

Poisson Process

The Poisson process generates a Poisson
distribution.

Which is characterized by following three traits.
1. Outcomes are discrete

2. The number of Success, in any interval are
independent of success in any other interval

3. The probability of two or more successes over
a sufficiently small interval is essentially zero.




Poisson Distribution

0.6 M\

& Poisson distribution (u=0.5)
0.5 m Poisson distribution (u=7)

O Poisson distribution (u=15)
04

Pu(k) \
R

u=0.5

02 e
\ u=15

0.1

01 2 3 4 5 6 7 8 910111213 141516 17 18 19 20
k

Poisson Distribution

In a study of drug-induced anaphylaxis among patients taking rocuronium bromide as
part of their anesthesia, Laake and Rgttingen (A-7) found that the occurrence of anaphy-
laxis followed a Poisson model with A = 12 incidents per year in Norway. Find the prob-
ability that in the next year, among patients receiving rocuronium, exactly three will
experience anaphylaxis.

Solution:




Poisson Distribution

What is the probability that at least three patients in the next
year will experience anaphylaxis if rocuronium is administered with anesthesia?

Solution: We can use the concept of complementary events in this case. Since
P(X = 2) is the complement of P(X = 3), we have

PX=3)=1-PX=2)=1-[P(X=0)+P(X=1)+PX=2)]
8_12120 e—]212] 6’_12122
57

B TRY 2!

=1 — [.00000614 + 00007373 + .00044238]
— 1 — 00052225

= 99947775

Poisson Distribution

Poisson Approximation o the Binomial

Poisson Distribution is often used as an
approximation for Binomial
probabilities when:

u n

“n" is large and “p” is small

Rule of Thumb

n = 100
np = 10




Poisson Distribution
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Poisson Approximation

Poisson appraximation of Bin(40, B)
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Poisson Distribution

END

The Poisson
Distribution is

often used for
describing the

events. (with small
probabilities)




Lecture No 60
Sample and population (ASW, 15)

» A population is the collection of all the elements of
interest.

» A sample is a subset of the population.
— Good or bad samples.

— Representative or non-representative samples. A researcher
hopes to obtain a sample that represents the population, at least
in the variables of interest for the issue being examined.

— Probabilistic samples are samples selected using the principles
of probability. This may allow a researcher to determine the
sampling distribution of a sample statistic. If so, the researcher
can determine the probability of any given sampling error and
make statistical inferences about population characteristics.

Why sample?

» Time of researcher and those being surveyed.
» Cost to group or agency commissioning the survey.
« Confidentiality, anonymity, and other ethical issues.

» Non-interference with population. Large sample could
alter the nature of population, eg. opinion surveys.

* Do not destroy population, eg. crash test only a small
sample of automobiles.

» Cooperation of respondents — individuals, firms,
administrative agencies.

« Partial data is all that is available, eg. fossils and
historical records, climate change.




Methods of sampling — nonprobabilistic

* Friends, family, neighbours, acquaintances.

» Students in a class or co-workers in a workplace.
« Convenience (ASW, 2806).

* Volunteers.

» Snowball sampile.

« Judgment sample (ASW, 286).

* Quota sample — obtain a cross-section of a population,
eg. by age and sex for individuals or by region, firm size,
and industry for businesses. This may be reasonably
representative.

« Sampling distribution of statistics cannot be obtained
using any of the above methods, so statistical inference
is not possible.

Methods of sampling — probabilistic

 Random sampling methods — each member has an
equal probability of being selected.

« Systematic — every ki case. Equivalent to random if
patterns in list are unrelated to issues of interest. Eg.
telephone book.

» Stratified samples — sample from each stratum or
subgroup of a population. Eg. region, size of firm.

» Cluster samples — sample only certain clusters of
members of a population. Eg. city blocks, firms.

* Multistage samples — combinations of random,
systematic, stratified, and cluster sampling.

 |f probability involved at each stage, then distribution of
sample statistics can be obtained.




Map of Economic Regions in - i
Saskatchewan for strata used = s
in the monthly Labour Force T Ls— I/ /
Survey. '

Source: Statistics Canada,
catalogue number 71-526-X. I

Clusters and individuals are . fo. 7
selected from each of the 5 unt
southern economic regions. | W%

~~~~~~

In addition, the two CMAs of Lo ™ LhSa T
Regina and Saskatoon are ) E" &l
strata. Note that the north of Ty w0
the province is treated as a [ T s ]
remote region. Remote B S Gl |
regions and Indian Reserves T ——

are not sampled in the Survey. I BT .

4760

Some terms used in sampling

« Sampled population — population from which sample
drawn (ASW, 258). Researcher should clearly define.

* Frame - list of elements that sample selected from
(ASW, 258). Eg. telephone book, city business
directory. May be able to construct a frame.

« Parameter — characteristics of a population (ASW, 259).
Eg. total (annual GDP or exports), proportion p of
population that votes Liberal in federal election. Also, u
or o of a probability distribution are termed parameters.

« Statistic — numerical characteristics of a sample. Eg.
monthly unemployment rate, pre-election polls.

« Sampling distribution of a statistic is the probability
distribution of the statistic.




Selecting a sample (ASW, 259-261)

* N is the symbol given for the size of the population or the
number of elements in the population.

* nis the symbol given for the size of the sample or the
number of elements in the sample.

« Simple random sample is a sample of size n selected
in @ manner that each possible sample of size n has the
same probability of being selected.

* In the case of a random sample of size n = 1, each
element has the same chance of being selected.

Selecting a simple random sample

« Sample with replacement — after any element randomly
selected, replace it and randomly select another
element. But this could lead to the same element being
selected more than once.

* More common to sample without replacement. Make
sure that on each stage, each element remaining in the
population has the same probability of being selected.

* Use arandom number table or a computer generated
random selection process. Or use a coin, die, or bingo
ball popper, etc.




Simple random sample of size 2 from a population
of 4 elements — without replacement

Population elements are A, B, C, D. N=4, n=2.
1st element selected could be any one of the 4 elements

and this leaves 3, so there are 4 x 3 = 12 possible
samples, each equally likely: AB, AC, AD, BA, BC, BD,

CA, CB, CD, DA, DB, DC. P N! 41

12

n TN —m)! (4—2)1

If the order of selection does not matter (ie. we are

interested only in what elements are selected), then this
reduces to 6 combination. If {AB} is AB or BA, etc., then
the equally likely random samples are {AB}, {AC}, {AD},
{BC}, {BD}, {CD}. This is the number of combinations

(ASW, 261, note 1).

| |
CN: N! _ 4! _6
" nl(N-n)! 21(4-2)!

First N = 18 companies

on U;\ioo list Using random number table
2. Abbott

3. Adobe Part of Table 7.1:

4. Aetna 71744 51102 15141

5. Aflac 95436 79115 08303

6. Airproducts

7 Alcoa Suppose you were asked to select a
8. Allergan simple random sample of size n =5.
?b ﬁ:ﬁt:te Since 18 cases, two digits required
11: Amazon and, in order, these are: 71 74 45 11
12. American Electric 0215141954 36 79 11 50 83 03.

13. American Express  Select cases 11, 2, 15, 14, and 3.

14. American Tower

15. Amgen Keep track of where you last used the
16. Andarko table and begin the next selection at
17. AnheuserBusch that point.

18. Apache




Using Excel(ASW, 292)

» Suppose the data are in rows 2 through 46 in columns A
through H.

* To arrange the rows in random order
— Enter =RAND() in H2

— Copy cell H2 to cells H3:H46 and each cell has a
random number assigned — these later change

— Select any cell in H

— For Excel 2003, click Data, then Sort, and Sort by
Ascending.

— For Excel 2007, on the Home tab, in the Editing
group, click Sort and Filter and Sort Smallest to
Largest.

* The rows are now in random order. For a random
sample of size n, select the data in the first n rows.

Sampling from a process (ASW, 261)

It my be difficult or impossible or to obtain or construct a
frame.

— Larger or potentially infinite population — fish, trees,
manufacturing processes.

— Continuous processes — production of milk or other
liquids, transporting commodities to a warehouse.

 Random sample is one where any element selected in
the sample:

— Is selected independently of any other element.

— Follows the same probability distribution as the
elements in the population.

» Careful design for sample is especially important.
— Sample production of milk at random times.

— Forest products — randomly select clusters from maps
or previous surveys of tree types, size, etc.




Point Estimation (ASW, 263)

Measure Parameter  Statistic or Sampling

point estimator error
Mean u X % -4
Standard deviation o s |s—o
Proportion p p !17 - p|
No. of elements N n

The proportion is the frequency of occurrence of a
characteristic divided by the total number of elements. The
proportion of elements of a population that take on the
characteristic is p and the proportion of the elements in the
sample selected with this same characteristic is p .

Terms for estimation

« Parameters are characteristics of a population or, more
specifically, a target population (ASW, 265).
Parameters may also be termed population values.

» A statisticis also referred to as a sample statistic or,
when estimating a parameter, a point estimator of a
parameter. A specific value of a point estimator is
referred to as a point estimate of a parameter.

 The sampling error is the difference between the point
estimate (value of the estimator) and the value of the
parameter. This is the error caused by sampling only a
subset of elements of a population, rather than all
elements in a population. A researcher hopes to
minimize the sampling error, but all samples have some
such error associated with them.




Percentage of respondents, votes, and number of seats by
party, November 5, 2003 Saskatchewan provincial election

Political Party CBC Poll, |Cutler Poll, Election | Number

Oct. 20-26 | Oct. 29 - Result | of Seats
P Nov.5 P P

NDP 42% 47% 44.5% 30

Saskatchewan Party 39% 37% 39.4% 28

Liberal 18% 14% 14.2% 0

Other 1% 2% 1.9% 0

Total 100% 100% 100.0% 58

Undecided 15% 16%

Sample size (n) 800 773

Sources: CBC Poll results from Western Opinion Research, “Saskatchewan Election Survey for The
Canadian Broadcasting Corporation,” October27, 2003. Obtained from web site.
http://sask.cbc.ca/regional/serviet/View?filename=poll_one031028, November7, 2003.
results provided by Fred Cutler and fromthe Leader-Post, November7,2003, p. A5.

Cutler poll

Sampling error in Saskatchewan polls

The actual results from the election are provided in the
last two columns, with the second last column giving
the parameters for the population. These are
percentages, rather than proportions, so | have labelled
them as upper case P. The second and third columns
provide statistics on point estimators p of P from two
different polls. For any party, the difference between
these two provides a measure of the sampling error.

For example, the Cutler Poll has a sampling error of
only 0.2 percentage points for the Liberals, but a
sampling error of 2.4 percentage points for the
Saskatchewan Party.



http://sask.cbc.ca/regional/servlet/View?filename=poll_one031028

Sampling distributions

« A sampling distribution is the probability distribution for
all possible values of the sample statistic.

» Each sample contains different elements so the value of
the sample statistic differs for each sample selected.
These statistics provide different estimates of the
parameter. The sampling distribution describes how
these different values are distributed.

* For the most part, we will work with the sampling
distribution of the sample mean. With the sampling
distribution of X, we can “make probability statements
about how close the sample mean is to the population
mean Y’ (ASW, 267). Alternatively, it provides a way of
determining the probability of various levels of sampling
error.

Sampling distribution of the sample mean

 When a sample is selected, the sampling method may
allow the researcher to determine the sampling
distribution of the sample mean X. The researcher
hopes that the mean of the sampling distribution will be
M, the mean of the population. If this occurs, then the
expected value of the statistic X is g. This characteristic
of the sample mean is that of being an unbiased
estimator of u. In this case, E(x) = u

« If the variance of the sampling distribution can be
determined, then the researcher is able to determine
how variable X is when there are repeated samples. The
researcher hopes to have a small variability for the
sample means, so most estimates of u are close to p.




Sampling distribution of the sample mean
when random sampling

 If a simple random sample is drawn from a normally
distributed population, the sampling distribution of X is
normally distributed (ASW, 269).

« The mean of the distribution of X is M, the population
mean.

» Ifthe sample size nis a reasonably small proportion of
the population size, then the standard deviation of x
is the population standard deviation ¢ divided by the
square root of the sample size. That is, samples that
contain, say, less than 5% of the population elements,
the finite population correction factor is not required
since it does not alter results much (ASW, 270).

Random sample from a normally
distributed population

Normally Sampling distribution of X when
distributed sample is random
population

No. of elements N n
Mean M
- o
Standard deviation o o. = T
n

Note: If n/N > 0.05, it may be best to use the
finite population correction factor (ASW, 270).




Central limit theorem — CLT (ASW, 271)

The sampling distribution of the sample mean, x , is
approximated by a normal distribution when the sample
is a simple random sample and the sample size, n, is
large.

In this case, the mean of the sampling distribution is the
population mean, y, and the standard deviation of the
sampling distribution is the population standard
deviation, o, divided by the square root of the sample
size. The latter is referred to as the standard error of
the mean.

A sample size of 100 or more elements is generally
considered sufficient to permit using the CLT. If the
population from which the sample is drawn is
symmetrically distributed, n > 30 may be sufficient to use
the CLT.

Large random sample from any
population

Any population Sampling distribution of X
when sample is random

No. of elements N n
Mean [V V)
Standard o o, = 9
deviation \/;

A sample size n of greater than 100 is
generally considered sufficiently large to use.




Simulation example

« 192 random samples from population that
Is not normally distributed.

« Sample size of n = 50 for each of the
random samples.

« Handouts in Monday's class provide these
results.

Sampling distribution in theory and
practice

* Population mean py = 2352 and standard deviation o =
1485.

* Random sample of size n = 50.

« Sample mean x is normally distributed with a mean of p
= 2352 and a standard deviation, or standard error, of

o 1485 1485
o _

“Jn 50 7.071

In the simulation, the mean of the 192 random
samples is 2337 and the standard deviation is 206.

=210




Correlation &
Regression

Dr. Moataza Mahmoud Abdel Wahab
Lecturer of Biostatistics
High Institute of Public Health
University of Alexandria

Important Terms

Sporadic: disease occurs occasionally, irregularly

Endemic: disease stays in population at low frequency
Epidemic: sudden outbreak in disease above typical level
Pandemic: epidemic over wide area (may be entire world).
Motrbidity: all reported cases of disease, illness, and disability
Mortality: reported deaths due to a disease




Correlation

Finding the relationship between two
quantitative variables without being
able to infer causal relationships

Correlation is a statistical technique
used to determine the degree to which
two variables are related

Scatter diagram

Rectangular coordinate

Two quantitative variables

One variable is called independent (X) and the
second 1s called dependent (Y)

Points are not joined

No frequency table




Example

Wt. 67 69 85 83 74 81 97 92 114 85
(kg)

SBP 120 125 140 160 130 180 150 140 200 130
mHg)

Wt 67 69 85 83 74 81 97 92 114 85
SBP(mmHg) (kg)

SBP 120 125 140 160 130 180 150 140 200 130
mHg)

220
200 -
180 -
160 -
140 -
120 -
100 -

80 T T T | T wt (kg)
70 80 90 100 110 120

Scatter diagram of weight and systolic blood
pressure




SBP(mmHg)
220

200 -

180 -

160 -

140 -

120 -

100 -

80

60

Scatter diagram of weight and systolic blood pressure

Scatter plots

The pattern of data is indicative of the type of
relationship between your two variables:

> positive relationship
> negative relationship
> no relationship




Final grade in course

Positive relationship

T T T
4.00 6.00 5.00

Number of hours spent studying

Height in CM

40 50
Age in Weeks




Negative relationship

Reliability

—_
v
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=
=
o
g
2
-
K-
k=)
2

70 80
Pulse rate (beats/imin)




Correlation Coefficient

Statistic showing the degree of relation
between two variables

Simple Correlation coefficient (r)

> It Is also called Pearson's correlation
or product moment correlation
coefficient.

> It measures the nature and strength
between two variables of
the quantitative type.




« The sign of r denotes the nature of
association

+ while the value of r denotes the
strength of association.

> If the sign is +ve this means the relation
Is direct (an increase in one variable is
associated with an increase In the
other variable and a decrease In one
variable IS associated with a
decrease in the other variable).

> While if the sign is -ve this means an
inverse or indirect relationship (which
means an increase Iin one variable is
associated with a decrease in the other).




> The value of r ranges between ( -1) and ( +1)

> The value of r denotes the strength of the
association as illustrated
by the following diagram.

strong intermediate weak weak intermediate strong

-0.75

indirect

perfect I perfect

correlation ) correlation
no relation

If r = Zero this means no association or
correlation between the two variables.

If 0 <1 <0.25 = weak correlation.
If 0.25 < <0.75 = intermediate correlation.
If 0.75 < < 1 = strong correlation.

If - =1 = perfect correlation.




How to compute the simple correlation coefficient (r)

Example:

A sample of 6 children was selected, data about their
age in years and weight in kilograms was recorded as
shown in the following table . It is required to find the
correlation between age and weight.

serial Age Weight
No (years) (Kg)

1 7 12
8
12
10
11
13




These 2 variables are of the quantitative type, one
variable (Age) is called the independent and
denoted as (X) variable and the other (weight)
is called the dependent and denoted as (Y)
variables to find the relation between age and
weight compute the simple correlation coefficient
using the following formula:

Serial
n.




r=0.759
strong direct correlation

EXAMPLE: Relationship between Anxiety and
Test Scores

Anxiety
(X)

Test
score (Y)

X2

Y2

XY

10

4

20

64

9

24

4

81

18

1

49

7

25

36

30

36

25

30

TX2 = 230

>Y2 = 204

TXY=129




Calculating Correlation Coefficient

(6)(129) —(32)(32) _774-1024

~ Jl6(230)—322Y6(204) —322)  /(356)(200)

=—.94

Indirect strong correlation

Spearman Rank Correlation Coefficient

(&,

. It is a non-parametric measure of correlation.

« This procedure makes use of the two sets of
ranks that may be assigned to the sample
values of x and Y.

- Spearman Rank correlation coefficient could be
computed in the following cases:

» Both variables are quantitative.
= Both variables are qualitative ordinal.

= One variable is quantitative and the other is
qualitative ordinal.




Procedure:

. Rank the values of X from 1 to n where n
Is the numbers of pairs of values of X and
Y in the sample.

. Rank the values of Y from 1 to n.

. Compute the value of di for each pair of
observation by subtracting the rank of Yi
from the rank of Xi

. Square each di and compute ) di2 which
is the sum of the squared values.

Apply the following formula

* The value of r, denotes the magnitude and
nature of association giving the same
interpretation as simple r.




Example

In a study of the relationship between level
education and income the following data was
obtained. Find the relationship between them

and comment.

sample
numbers

level education
(X)

Income

(Y)

A

Preparatory.

25

Primary.

10

University.

8

secondary

10

secondary

15

illiterate

50

University.

60

Answer:

(X)

Preparatory

Primary.
University.
secondary
secondary

illiterate

university.




Comment:

There is an indirect weak correlation
between level of education and income.

exercise




Regression Analyses

# Regression: technique concerned with predicting
some variables by knowing others

# The process of predicting variable Y using
variable X

Regression

> Uses a variable (x) to predict some outcome
variable (y)

> Tells you how values in y change as a function
of changes in values of x




Correlation and Regression

» Correlation describes the strength of a linear
relationship between two variables

» Linear means “straight line”

> Regression tells us how to draw the straight line
described by the correlation

Regression
> Calculates the “best-fit’ line for a certain set of data

The regression line makes the sum of the squares of
the residuals smaller than for any other line
Regression minimizes residuals

SBP(mmHg)
220

200 -

180

160 -

140 -

120 -

100

80




By using the least squares method (a procedure
that minimizes the vertical deviations of plotted
points surrounding a straight line) we are
able to construct a best fitting straight line to the
scatter diagram points and then formulate a
regression equation in the form of:

y=a+bX

y =Y +b(x —X)

Regression Equation

> Regression equation
describes the
regression line
mathematically

= Intercept
= Slope




Linear Equations

Change in X

a = Y-intercept

Hours studying and grades

5.00

Final grade in course
- - =] o
(=] o o o o
o o o o o
(=] o o (=} (=)

[
o
o

400 6.00 8.00
Number of hours spent studying




Regressing grades on hours

Final grade in course =59.95 + 3.17 * stgdy/,
V4

R-Square =0.88 P

Final grade in course

2.00 4.00 6.00 8.00 10.00

Number of hours spent studying

Predicted final grade in class =

59.95 + 3.17*(number of hours you study per week)

Predicted final grade in class = 59.95 + 3.17*(hours of study)

Predict the final grade of...

m Someone who studies for 12 hours
m Final grade = 59.95 + (3.17*12)
= Final grade = 97.99

s Someone who studies for 1 hour:
m Final grade = 59.95 + (3.17*1)
= Final grade = 63.12




Exercise

A sample of 6 persons was selected the
value of their age ( x variable) and their
weight is demonstrated in the following
table. Find the regression equation and
what is the predicted weight when age is
8.5 years.

Serial no. Age (x) Weight (y)

12
8
12
10
11
13




Answer

Serial no. Weight (y)

12
8

12
10
11
13

66

Regression equation

¥ =11+ 0.9(x — 6.83)




Y =4.675 +0.92x

§ g5 = 4.675 +0.92 8.5 =12.50Kg

Y5 =4675+0.92%7.5=11.58Kg

Weight (in Kqg)

Age (in years)

we create a regression line by plotting two estimated
values for y against their X component, then extending
the line right and left.




Exercise 2

The following are the
age (in years) and
systolic blood
pressure of 20
apparently healthy
adults.

« Find the correlation between age
and blood pressure using simple
and Spearman's correlation
coefficients, and comment.

- Find the regression equation?

- What is the predicted blood
pressure for a man aging 25 years?




Serial

1

OO |IN OO G| WIN

RN
(@)

Serial

Xy

11

5888

12

7208

13

8760

14

2480

15

9009

16

5590

17

3224

18

2299

19

3906

20

2829

114486




| 1a4gg _ 852 % 2630

=0.4547

2
41678 — 852
20

=112.13 + 0.4547 x

for age 25
B.P = 112.13 + 0.4547 * 25=123.49 = 123.5 mm hg

Multiple Regression

Multiple regression analysis is a
straightforward extension of simple
regression analysis which allows more
than one independent variable.




- Introduction: W‘rﬁﬂs%

Lecture no 76

* Originally it is an acronym of Statistical
Package for the Social Science but now it
stands for Statistical Product and Service
Solutions

* One of the most popular statistical
packages which can perform highly
complex data manipulation and analysis
with simple instructions

The Four Windows:
Data editor

Output viewer
Syntax editor
Script window




The Four Windows: Data Editor

e Data Editor

Spreadsheet-like system for defining, entering, editing,
and displaying data. Extension of the saved file will be

“QQ\I ”»

EF] anxiety sav [DataSet1] — SPSS Data Editor = | = |
File Edit iy Data Transform Analyze Sraphs Litilitie= Add-ons WWincowne Help
= H S B e L EHE M ERE S e
i1 : subject 2‘1 B i’;f'isible: S of S Wariabhles
|‘ subject | anxiety | tension l score ’ trial |
1 [ 1] 1 1 18 1 =
=2 1 1 1 14 2
3 1 1 1 12 = |
4 1 1 1 =] 4
5 7] 1 1 19 1
=] 2 1 1 12 2
7 2 1 1 =] 3
(=] =2 1 1 4 4
=] =] 1 1 14 1
10 3 1 1 1a 2
11 =] 1 1 5 3
12 3 1 1 2 4
13 4 1 2 iR 1
14 4 1 2 12 2 -
e - a A c 1 |
|
i» - — — AZAS"FA’é”S'mIE'rDceSSDr i= readyli_—:_ifi__ij*J

The Four Windows: Output Viewer

* Output Viewer

Displays output and errors. Extension of the saved file will
be “spv.”

#F msourtut spv [Documentd] - SPSS Viewer Lo ] 22
Elle  Edt  Yiew Dsta Transform Insert Formst  Analyze  Graphs  Utities  Addons  vandow  Help
cEHLSR B E o0 EnEil 0% £ mas de=s + - @O =
Jutput =
&l Freguencies Graph
) Title
Notes
L Active Dataset
LE Statistics
=—{[E] Freguency Table
Title
LEg Gender
L& Income category in thol
{&] Graph
=] Title
5 Motes
L@ Active Dataset 2,000
L) Bar of count by inceat

=) Title
Notes

Active Dataset 1,500
e

Text Output

=
+

+i

demo. sav

2,500

Count

1,000

500

T T T T
Under $25 $25 - $49 $S0 - $74 7S+

Income category in thousands

]




The Four Windows: Syntax editor

Syntax Editor

Text editor for syntax composition. Extension of the
: saved file will be “sps.”
_tA Wiwhtax 1 — 5PA% Svntax Editor | = | =l | 23 |

File Edit %iew Data Transform Analyze Graphs LHilities BEun Add-ons Window Help
EHS @ e BnEE 4 P 0O B wEs 5

Active: |DataSet! v |

FREQUEMCIES YARIABLES=score
/BARCHART FREQ
JORDER=AMNALY 315,

SPSS Processor is read':.f‘ ‘ ‘In S Col1 ’ ‘ ‘

— /
e \*:*::——7,,,,,,»_\
— — =

The Four Windows: Script Window

Script Window

Provides the opportunity to write full-blown programs,
in a BASIC-like language. Text editor for syntax
_composition. Extension of the saved file will be “sbs.”

= Work.book (script) — SPSS Basic Script Editor [design] I — | El | == ,|
File Edlit e Flacro Debug Sheet Help
B S| S| » 0 om | M sr| » 5=C= o= e
Dbiect:l[General] Ll Froc: I[declaratuons] ;l
B B e -
O ption Explicit
'‘Script level constant declarations
Const cDATA As String = "Sa0
Const cOUTRPUT As String = "SPO"
Const cSYMRTAXN As String = "SPSE"
Const cSCRIPT As String = "SBS”
Const cRNOTFOUNDMS S As String = l_JncsbIe to find **
Const cRNOTFOUMRDMSG2 As String =
Const cRNOTFOURNDTITLE As String = "File Mot Found”
Const cERREXCERPTION As String = "Exception 20004005
Const cAPPIKEY As String = "SPSS_WWiKB KT

Const cGERERALKEY As String = "GERERAL”
Const cFILEKEY As String = "FILESWILE_"
Const cFILES As String = "FILES"”

Const cFILEYAL As String = "FILE”

Const cBOOEKWAL As String = "BOO Y

The following variables are created during application run

FPublic intkNumBooks As Integer The number of' vworkbooks defined

Fublic strBookListd As String ASoray to hold Yorkbook names: One dimension

FPublic strcurrentBook{2) As String The currently selected book: Two dimensions 1 = Book Rame |2 =
FPublic strCTurrentFiles O As String Array to hold current file list

Thaoa fallmwacrin s wvariahla ara raasdd fromm thha RPamictme

< >




The basics of
managing data files

Opening SPSS

e Start — All Programs — SPSS Inc— SPSS 16.0 —
SPSS 16.0

#® ™My Documents

E-mail My Recent

" OUtaok Exprass Documents
| @ My pictures
ﬂ Adobe Reader 7.0

Set Program Access and Defaults
% Renew SAS Softwar

Microsoft Excel

[ wicrosote wore
Startup

€9 zipGenius &
Dell

Media

Windows Catalog
Windows Update
New Office Document

Open Office Document

Accessories

Games

e @€t O

Internet -
SPSS Inc I sPss 16.0 B2 spss 16.0
All Programs @ sas @) SPSS SmartViewer B SPSS 16.0 License Authorization Wizard
) Amos 16 =
() SPSS SmartViewer 16.0

&) Microsoft PowerP BY 3 SPSS ) WebMail Login - AT BB 1007 A

Log off @' Turn Off Computer




e

peningEPSS

* The default window will have the data editor
* There are two sheets in the window:

| T . o U

ER Untitled] [Dataset0] — SPSS Data Editor [ = [ |

Eile Edit ol =2 D=ta Transform Analyze Zraphs Litilitie=s Add-ons Waindosny Help

[1: |

|“visible: 0 of 0 variskles

| | | | | | |

-

4[]

Data Wiew l wariable Wiews

Data View window

* The Data View window

This sheet is visible when you first open the Data Editor
and this sheet contains the data

e Click on the tab labeled Variable View

"B Untitled] [Datasero] — SPSS Dara Editor [F=RESH R

Eile Edit ey Data Transtform Analyze Craphs Liilities Add-ons Wincowy Help

EEHEA F o B ¢ s R W o W

| Mame | Type I whviiclth I Decimals I Labkel I “alues I hAissing
| | =3
Click
<] ) 4 [ T»] |
Data wiew | Wariable Wiew |

|SPSS Processor is ready | | |




This sheet contains information about the data set that is stored

with the dataset

Name
e The first character of the variable name must be alphabetic
e Variable names must be unique, and have to be less than 64

characters.
, e Spaces are NOT allowed. __
Q Untitled 1 [DataSet(] — SPSS Data Editor | = | =l EZ

Fil= Ediit pra (= Crata Transform Analyze Craphs Litilities Add-ons N o Help
CHE T OO0 nwBE 4 s SeE 5%
| Marme Type | Wfidth ‘ Decimals | Label Walues | Missing ‘

A/@

g

4] i ]
|

Data Wieww Variable Yiew

|sPSS Processorisresdy | | | ||

Variable View window: Type

Type
e Click on the ‘type’ box. The two basic types of variables
that you will use are numeric and string. This column
enables you to specify the type of variable.

B “Untitl=d1 [DataSer0] - SPSS Data Editor [
File Ecit “iew Data Transform Anslyze Graphs  Utiities Add-ons  indow  Help

CHA E 00 =%k A i S0E 09

‘ MName [ Type | Width ' Deuma\s' Label Values | Missing ! Co
1 YARODOO3 Numeric &} 2 Mane MNone 8 [~
Q Variable Type & :
I
() Comma Wielth: |5 ‘
O Dot Decimal Places: |2 |
() Seientific notation
() Date
() Dollar
() Custom currency
~ -
1 E— 1 |
Data View | Variable View oK “ cancel || Help
‘ S Processorisready | | | [




-

Variable View window: Width

* Width

» Width allows you to determine the number of
characters SPSS will allow to be entered for the
variable

B Untitled1 [DataSet0] - SPSS Data Editor =

File Edit “iew Data Transform Analyze Graphs  Uilties Add-ons Window  Help
CHA T 00 LBk A g Z0E $00|
| Mame | Type | Width | Decimals| Label | Yalues ‘ hissing ‘ ©

D

1 o I [»] |
Data Wiew | Variable View —

\SPSS Processar iz ready | ‘ | | ‘ |

- /

Variable View window: Decimals
e Decimals

e Number of decimals

e |t has to be less than or equal to 16
BB] *Untitled 1 [DataSet0] - SPSS Data Editar E=EIEE

File  Edit “iew Data  Transform  Analyze  Graphs  Uiities  Add-ons Window  Help
FHE I O =k & 4 EELE $0%

| Mame | Type | Width |Decimals‘ Lahel | Yalues | his

1 WARDOOOT Murneric g El Mone Mone |*

3.14159265- - -

4] = [ Iv] |
Deta View | Variable View ||
ISPSS Processar is readyl I I I I |




wwindow: Label

ariable Vie

e Label

* You can specify the details of the variable

* You can write characters with spaces up to 256

characters
E *Unritled 1 [DataSetd] - 5P55 Dara Editor | = | = &5 |

File  Edit “iew Drata Transform  Analyze  Graphs Litilities  Add-ons Windosey Help
CHE [ O Bk 4 If E6E %00

| Mame | Type | Wyidth |Decimalsl Lahel | “alues | Ilis

1 WAROODDO1 — Numeric 8 0 | | Mone

Mone [

| 4
4] o [ [ »]

Dater View | Variable VISW | i

|SPSS Proceszor iz ready | | | | | |

Variable View window: Values
e Values

e This is used and to suggest which numbers
represent which categories when the
variable represents a category

B *Untitled 1 [DataSetd] - SPSS Data Editor [ = [
File Edit Miew  Data  Transform  Analyze Graphs  Wilties  Add-ons Wincomwy Help

EEHE T O LEEk A B SEE $0%|
| Mame | Type | YWyidth | Decimals| Label | “alues | hlis

1 YARDDOO1 Murmeric a ] Mone

Mone

B

4| P | [»]
Data View | Variable VIEW |
ISPSS Proceszor is ready I I I I I |




Defining the value labels

* Click the cell in the values column as shown below
» Forthe value, and the label, you can put up to 60

characters.
____Aftp_detmng_ﬂw click add and thean click OK :
B “United] [DataSet0] - SPSS Data Editor ol BB B Value Labels X
File Ecit ‘iew Data Transtorm Analyze Graphs Uities Add-ons Window Help
- — Value Labels
SHAE 60 LBE A 13 205 v I
‘ ‘ Width ‘Demmals‘ Label‘ Yalues Missi —_—
1 g 0 Mane None || Label: Femie] |
A G
- Changg
Click -
Rty
J ] o [ ] |
DetaView | Variable View |
‘SpJ’rtFiIe ‘SPSS Processorisready‘ ‘ ‘ ‘ ‘ ‘ ’ o .H G H e ‘

/
////77: =0 aa. o

Practice 1

* How would you put the following information into SPSS?

Name Gender Height
JAUNITA 2 54
SALLY 2 553
DONNA 2 5.6
SABRINA 2 SHTA
JOHN 1 SEG
MARK 1 6
ERIC 1 6.4
BRUCE 1 5.9

Value =1 represents Male and Value = 2 represents Female




Practice 1 (Solution Sample)

1o & (M=

@ sample.sav [Datatet]] - SPSS Data Editor E=1 =1
File Edit iew Data Transform  Analyze  Graphs Litiities  Add-ons Waindomwy Help
CEHE B o0 EE a Bd BEEE 5%
| Mame | Type | Width | Decimals | Label | Missing
Marne String 7 ul Marme of the st Mone o
Gender Murneric 9 a IGe der Mone E
Height Mumeric 9 1 C '—&!ﬁt of the st... Mone Mone

<]
Data View | Wariable Wiew

|SPSS Processor is ready |

—r SHEIY
Lahel: | |

Add 1 = "Male"
2 = "Femalg"

| ok [ concel || rep |

g sample.sav [DataSet1] - SPSS Data Editor

Data Vil | Variable View

/ File Edit “ew Data Transform  Analyze |§raphs I Utilities  Add-ons  Window  Help
CHES B 00 L5k A it SE&E 00
I Name I Type I Wiidth I Decimalsl Label | YWalues | Missing
1 Name String 7 0 Mame of the st... None MNone =
2 Gender Mumeric 9 u] Gender of the s... Mone
3 Height Mumeric 9 1 Height of the st... Mone
4
) -
= Click

| SPSS Processor is ready | |

E sample.sav [DataSer]] - PSS Data Editor @@i—]

Elle Edit iew Dsta Iransform  Analyze Graphs  Utities  Add-ons  Window  Help

CEHAS [ O EE M Hh SRE 50|

[1: Mame [saunTa, |wisible: 3 of 3 Variables
Gender I Height I var I var

1 2 5.4
2 SALLY 2 53
3 DOMNMA 2 56
4 SABRINA 2 87
& JOHMN 1 87
B MARK 1 B.0
7 ERIC 1 6.4
g8 BERUCE 1 549 =
4 e | | »

Data View | ‘ariable View
|Weigl'vt status area SPSS Processor is ready l_l_l_l_l_




Saving the data

* To save the data file you created simply click ‘file’ and
click ‘save as.’ You can save the file in different forms
by clicking “Save as type.”

E Save Data As AJ ]
Savein: |-ﬁSFSS '] 3] E?g:

i) SPSs16

I=5) SPSS1BManual

optmist sav
sample sav

Keeping 3 of 3 vatisbles.

File name; |

Save astype: |gpss (*.3av)
ISPSS (* sav)

ISPSS 7.0(* sav)
ISPSSPCH (*3y5)
ISPSS Portable (* por)
Tab delimited (*.cat)
TARE | omme delimited (* csv)

ERIC  [Fixed ASCH (*.dat) L

BRUCEE® s 21 (x5

4

Sorting the data

¢ Click ‘Data’ and then click Sort Cases

Q sample.sav [DataSet]] - SPSS Data Editor |5|E|il

File  Edit Wiew | Data Transform  Analyze  Graphs  Utiities  Add-ons  Window  Help
=8 7 |F” Define variable Properties. . E %9 “
1 : Name 23 Copy Data Properties... l\/isible: 3 of 3 Variables
M ? Mewy Custom Attriblte.. t | | |
1 Jau 5 Define Dates... 5.4 -
7 sall Define Multiple Response Sete... 53
g DON B2 Idertify Duplicate Cases... 56
4 SAH 57
% Sort Cases...
5 JOH 57
@ Sort Yariables...
B WAAR e 6.0
= Trapspose...
7 ERI B.4
% Restructure...
8 BRU 59 =
Merge Files » A
‘I |gg [¥]
Aggregate... -
Data View | Varia g oy Dataset .
Sort Cases... SEPSS Processor is ready[ [ I [ [ |
I




Sorting the data (cont'd)

* Double Click ‘Name of the students.’ Then click ok.

Q Sort Cases 28 ‘ > A
Sort by: E Wsample.sav [DataSet]] - SPSS Data Editor ‘.El Bl & ‘
File Ecit Miew Data Transform  Analyze Graphs  Liities Addons  Window  Help
CHA R 60 EBR A A2 E4F 3500
Sort Order 11 Nae IEruce Visile: 3 of 3 Veriables
Click © ascending | MName | Gender ’ Height ‘ | ’
C Urescna 1 |[pRUCE i 59 e
2 [DONNA 2 £5 i
‘ oK ‘ ‘ Paste H Reset ” Cancel H Help ] -
3 ERIC 1 6.4
‘ 4 JAUNITA 2 54
=] ases x J
& sorc — 5 JOHN i 57
Sort by:
& Gender of the students ... % Mame of the students [N___| 6 MARK 1 60
& Height of the studerts [... 7 SABRINA 2 57
. 8 SALLY 2 53 ||
CllC Sort Order hd
P 4] i [ D
(2) Ascending
ez Dataview | varetteView |
\ \SPSS Pracessoris ready \ \ \ ‘

I. * ” Paste ” Reset ][ Cancel ][ Help

Practice 2
* How would you sort the data by the ‘Height’

of students in descending order?
* Answer

 Click data, sort cases, double click ‘height of
students ’ click ‘descendina’ and finallv click ok.

Q "sample. sav [DataSetl] - SPSS Data Editor li@i
Eile Edit  Wiew Data Transform Lnalyze Graphs Litilities  Add-ons Windowy Help
PHES [ o0 LEE A g EhaE %%

1 : Name |Eric |visible: 3 of 3 Variables

| MName ‘ Gender | Height | |
1 [ERIC | 1 6.4 |~
2 MARIK 1 6.0 El
3 BRUCE 1 59
4 JOHM 1 57
& SABRIMNA 2 57
B DOMMNA 2 56
7 JAUNITA 2 5.4
8 SALLY 2 53 —
4] i | (vl |
Data View | wvarisble view ||
| \SPSS Processor is reedy| | | \ \ [




Transforming data

¢ Click ‘“Transform’ and then click ‘Compute Variable...’

Q Weample.sav [Datatet]] - SPES Data Editor lE@i'

Fil=  Edit “iew Data | Transform  Anaslyze  Graphs  UWilties  Add-ons Windoww  Help

=H i @ o 2 computs varishls. % 2%

\1 : Mame |— X? Court Values within Cases ... ‘Visible: 3 of 3 Varisbles

I Mame | X Recode into Same Yariables... ‘ ‘

1 ERIC *Y Recode into Different Yariahles... |

2 hAARK x-y Automatic Recode. .. _

3 BRUCE H'E “Yizual Binning...

4 JOHN % Rank Caszes..

E SABRINA,

B DOMMA, % Date and Time Wizard...

7 JAUMITA lﬁ Create Time Series...

] SALLY E'.,E Replace Mizsing Yalues. . ||
TI— @ Random KNumber Generators... | ¥ |L

@ Run Pending Tranzforms Ctrl-G

Data View | Variable ie

[ P T | [ [ [ [ 1

Transforming data (cont’d)

¢ Example: Adding a new variable named ‘Inheight’ which is
the natural log of height

e Type in Inheightin the ‘Target Variable’ box. Then type in
In(height)’in the ‘Numeric Expression’ box. Click OK

B Compute Variable B2

Target Variable: Numeric Expression:
[Irheignt | = Ingheight)|

Type & Label .

‘@a Mame of the studerts [IM... | -
& Gender of the studernts ...
& Height of the students [...

Function aroup:

£

Arithmetic

COF & Moncentral COF
Conversion

Current Date/Time

3

]
a0
LlEk)

D

W
Ll

aann

2
(S

]
[
A

o

4
E

o
CY

Llkle)

Date Arthmetic

ESEAD
]

Functions and Special Variables:
. Abs

Click e

Artan

Cos

Exp

Lg10

L

Lngamma

{GlaTe]

‘ [ ir.. |toptional case setion condition) Rna
sin

K|

o J[ epaste |[ meset |[ cencer ][ Hew |




Transforming data (cont’'d)

* Anew variable ‘Inheight’ is added to the table

@ “sample sav [Datatet]] - SP5S Data Editar | = |= 23 I
File Edit “iew Data Transform  Analyze Graphs  Ulilities  Add-ons Window  Help
CHE B o0 LBk A A E6E 909
1 Mame ERIC \isible: 4 of 4 Variables
| Mame | Gender | Height | Inheight |
1 ERIC | 1 5.4 1.86 ksl
2 MARK 1 6.0 1.79 E
3 BRUCE 1 5.9 1.77
4 JOHM 1 5.7 1.74
5 SABRIMNA 2 57 1.74
B DONMA, 2 56 172
7 JAUNITA 2 5.4 1.69
8 SALLY 2 53 1.67 —
4] s I Dl
Data View | variahle Yiew —
|SPSS Processor is readﬂ ‘ ‘ | | |

P?actice 3

» Create a new variable named “sqrtheight”
which is the square root of height.

o Answer

Comput Varale B3| B *sample.sav [Dataset]] - PSS Data Editor =)
Z:e:;;wﬂe SWQ';;:;;“W' File Ect View Data Transform Anal)t Graphs  Utiities  Add-ons  Window  Help
cHB E b0 LBE I A4 S46 %00
e ] - 1:Name BRC I Ivishle: 5015 Variaes
@ Heigtof the suderts | s bl hame Gender - Height Inheight sortheight
i % %mmw E i |ERIC I 5,4| g 1,85| o 2,53‘ 4
E] E]B E]BE] c::‘;:i:emms 2 MARK | 60 1.79 245 _
Ao e 3 BRUCE | £9 w28
E] E] ‘ F“"“:""“’“s"mv"“i 4 JOHN | 57 1.74 b \‘3‘39
| i 5 |SABRINA ! 67 AR
& gmmwv.mmumm«mm iw 6 DONNA 2 56 1.1 23
t:gamma 7 JAUNITA 2 54 1.69 23
z:: 8 SALLY 2 53 1.67 23 =
jonal case selection conditon] nﬂ ! ‘ | | "
el ) = = | vt view | varsoe e |
@@E SPSS Processor is ready [ [ |




The basic
ENEWSIE

The basic analys isofspssﬁat%

be introduced in this class

* Frequencies

e This analysis produces frequency tables showing
frequency counts and percentages of the values of
individual variables.

» Descriptives

e This analysis shows the maximum, minimum,
mean, and standard deviation of the variables

* Linear regression analysis

» Linear Regression estimates the coefficients of the
linear equation




Opening the sample data

¢ Open ‘Employee data.sav’ from the SPSS
e Goto “File,” “Open,” and Click Data

Q Employee data sav [Dataset]] - PSS Data Editor l =R J

File  Edit “iew Data Transform  Analyze Graphs  Uilties  Add-ons Window  Help
Mew » h oo TE %9 ~|
Open » ‘fa Data... iVisibIe: 10 of 10 Yariables
Open Dstabase » l_E Syntax...
Read Text Data... (7 Output... uc johcat salary salbegin Jt
B con
o cos- cibFe | Sot.
. i 12031952 15 3 $57 000 $27 000 =
Chrl-= b
15/23/1958 16 1 $40,200 $18.750 Bl
Save As...
[7/26/1929 12 1 $21 450 $12,000
B save AllData
14/15/1947 g 1 $21,900 $13,200
@ Export to Database. ..
: 2/09/1955 15 1 $45,000 $21,000
'@ Mark File Read Only
5/22/1958 15 1 $32,100 $13 500
Bl Rename Datsset... 14/26/1956 15 1 $36,000 $158.750
Display Data File Information » 15061966 12 1 $21 900 $9.750
B& Cachs Dats... 1/23/1946 15 1 $27 500 $12,750 | |
o Stop Processor Cirl-Period 1701201 QAT 17 4 T4 o0 T42 E00 ‘1
»
% Switch Server ... l

==

Opening the sample data

* Go to Program Files,” “SPSSInc,” “SPSS16,” and
“Samples” folder.

* Open “Employee Data.sav” file

B open Data i
B Open Data B8 Lok I\jswes 'l & ok
Look i |(22) Semples ~| @ c*
i % L — @ Growth study sav
[ De nts = p
_ ] m Dw"': | 2sav @] G35 83 for Missing Values.sav
| [sav
) = o "’M“ - B 6sssasubsetsay
% 4 ‘anal clata.sav [
~ Recent. () Program Files guttman sav
3 123 SPSSine ::v 3 heath_funcing sav
a.5ay .
E 1) sPss1e @] heathpians. sav
—ttant sav
- =] - @ hivassay sav
I 2 2iei o et sav 28 Home ssles [by neghbarhood] sav
=) cevate sav =) Glass strainsav @ hourlywagedata sav
debate_aggregale.sav grocery.sav B insure.sav
¥ Documen demo.sav grocery_imorth.sav () rocery.menth sav B ventor sav
5] diemo_cs saw =) arocery_tmonth_sample sav [ —— B jubges s
ﬁ [@ demo_cs_1 sav [@ grocery_Coupons sav
v B @ GHOCErY_COUpons Sav @ kinship_at sav
<« [T I | I M == b
Filepame:  [Employee data.sav ] Open
) File name: ‘Emwlavee data.sav ‘ Open
Files aftype: | Spss (= sau) - Paste
Fles oftype: [5pss () = Paste
Cancel =
[ Minimize string wicths based on observed values - [ l
Cancel

[ Miniize string wicths based on ohserved values




Frequencies

» Click ‘Analyze,” ‘Descriptive statistics,’ then
click ‘Frequencies’

E Employee data sav [DataSet]1] - SPSS Data Editor } = | = 8 ‘ '
File Edit “iew Data Tranzform | Analyze Graphs  Ufilities Add-ons  Window  Help ‘
=a" [ & LE{ Reports » E @ @l ‘
!1 sid i 31 Descriptive Statistics » | 123 Frequencies... | (\m ‘
| ge Takles » Descriptives... ‘
id nd Compare Means ] Qg Explore... salbegin it
Els General Linear Mode| » @ Crosstabs... |
1 1m Generalized Linear Modelz @ Ratio... noo $27 000 :
2 2m Mixed Models » PP Plcts... 200 $16,750 l
3 3f Correlate » [ acpits.. 450 $12 000
4 4f Recression » T $27.900 $13 200
5 &m Loginear » 1 $45,000 $21 000
B Em Classify 4 1 $32,100 $13 500
7 7m Data Reduction » 1 $36,000 $18 750
8 8f Scde » 1 $21.500 $9.750
e St Monparametric Tests » 1 $27 s00 $12750 L
A T'—“ZU; Time Series » _—L_Mm—wm—ml ‘
Survival ] |
i LT XM_ Multiple Response e—— i
!frequencies... i ‘SPSS prcessur is ready\ ‘ \ ‘ H

Frequencies

* Click gender and put it into the variable box.
* Click ‘Charts.’
* Then click ‘Bar charts’ and click ‘Continue.’

Q Frequencies % Q Frequencies: Charts e ES

Wariahle(s): Statistics ‘ rChart Type
09 Employee Code [id]) E%, Gender [gender] —— —
() Mone
o Date of Birth [odate] Charts... | :

(3) Bar charts

7l Ecucationsi Level (y... o Foriat.. ‘
dEmponmem Categor (_) Pie charts

@9 Currert Salary [salary] i

ooy | ¢] - Click
@9 Beginning Salary [sal...

@9 Morths since Hire [jo...
g& Previous Experience ..

1 ;istngrams: CIiCk

[ wwith ru:-rm.i/,uﬂ.-‘r:

= rChart Yalues /
(O] Ereque% () Percertages

Display frequency tables

[ ok || eeste |[ mesat |[ conca || rep | Cortite || cancel |[ Hew




* Finally Click OK in the Frequencies box.

ﬁ Frequencies

@& Employes Code [id]
Date of Birth [bdate]
,{I Educational Level (y...
,{I Employment Categor... |
@& Current Salary [salary] 3
@& Beginning Salary [sal...
@& Months since Hire [jo...
@& Previous Experience ...
ol Minarity Classificatio

l

Dizplay frequency tahbl

“arighle(s)

&2:[ Gender [gender]

Click

e

Statistics...

Format...

III i

[ Paste H Reset ” Cancel ” Help ]

] - SPSS Viewer =B &
Transform  Insert  Format  Analyze Graphs  Uliities  Add-ons  Window  Help
o BnEk 0% & Ges djed + - 00 =57 Gender
[a
» R 300
Frequencies
aset
[DataSetl] C:yProgram Files)SPSSInc)SPSS516YSamples)\Employes
. 200
Statistics 2
c
ende 0
- 3
il valid 474 =l -4
Missing i} g
w
Gender o]
Cumulative
Freguency | Percent | Walid Percent Percent
Valid ~ Female 216 156 45.6 456
Male 258 544 54.4 1000
Total 474 100.0 1000 0 T T
— Female Male
5]
‘ > Gender
SPSS Pracessor isresdy | | | \




Using the Syntax editor
» Click ‘Analyze,” ‘Descriptive statistics,’ then click

‘Frequencies.’

* Put ‘Gender’ in the Variable(s) box.

* Then click ‘Charts,’ ‘Bar charts,’ and click
‘Continue.’

* Click ‘Paste.’

BB Frequencies =8| B wsyntax] - SPSS Syntax Editor P
Variable(s): ‘ Stelistics.. | File Edi Yiev Dat: Transfo Analy: Grapt Uiltie Rur Add-or Windor Help
&‘) Employee Code [id] [~ %Gender [zender] | — = — = -
2, Date of Birth [bdate] ‘ chars.. | =H E’ oo B = = %’ #4 ’ @® !
ﬂEducaﬁonal Level (y... ‘ Formiat | Active: ‘DataSeﬂ v‘ ‘
Employment Categor... | | ———
& Currert Salary [salary] | ‘l‘ FREQUENC”ES VARIAEILES=gender
ing Sala 1 /BARCHART FREQ
ick
C ¢ /ORDER=ANALYSIS.

Dizplay frequency tables

[ o« ,H aste H [ “ ancsl ‘\ =) SPSS Processorisready| | nicolt | |

— /
e \*:*::——7,,,,,,»_\
— — =

Using the Syntax editor
» Highlight the commands in the Syntax editor
and then click the run icon.

* You can do the same thing by right clicking the
highlighted area and then by clicking ‘Run

’
Current
g "yntax] - SPSS Syntax Editor [ B 53] | vSyntax] - SPSS Syntax Editor [E=R AN |
File Edit Yiew Data Transforr Analyze Graph: Uilities Run Add-on: Winclow Help
File Edi Viev Date Transto Analy: Grapt Utiitie Rur Add-or YWindo Help CHE @ e OnEkh A P 0® g W6
EHE © 60 BEnEh A l Q% i Active: |Dataset! v |
. FREQUENCIES VARIABLES=gender

Active: | Detasett v | ’ / /BARCHART FREQ

FREQUENCIES VARIABLES=gender JORDER=ANALY: .

/BARCHART FREQ nght

/ORDER=ANALYSIS4| Click Click!

SPSS Pracessar is ready nacag | |

SPSS Processor is veady\ \ \InSCol'lS




Practice 4

Do a frequency analysis on the
variable “minority”

Create pie charts for it

*» Do the same analysis using the
syntax editor

@ Employee data sav [DataSet]] - SPSS Data Editor

File Edit “iew Data Transform | Analyze Graphs  Uilties Add-ons  Window  Help
=3 i & HE[ Repots J § 2%
‘1 Sid 1 Descriptive Statistics ¥ | 123 Frequencies... B ‘;
ge Tables ] Descriptives...
i nd Compare Means » 5« Explore...
Br General Linear Model ] E@ Frequencies £
1 1m Generalized Linesr Models P E Variable(s): , e ‘
& Employee Code [id] a dj T o = i
2 2m Mixed Models » E v Minority Classification[... | —————
& @a Gender [gender] | Charts... i
3 3f Correlate E Date of Birth [bdate] |W\
4 4f 5 ) v T il Ecucationsl Level (... : |
Hegression djEmplnyment Categor... [ ’ & ’ H Frequencies: Charts i
3 &m Loglinear ] & Current Salary [salary] —
B Em Classit b & Beginning Salary [sal... ~Chart Type
7 7 ¥ 5& Months since Hire [jo... ) Mone
m Data Reducti b i i I~ .
Data Reduction ‘359 Previous Experience ... Y Bar o
g gf Scgle 4 Display frequency tables @
9 af i T ||
Monparametric Tests ] \ o H Paste H O Histograms:
in ﬂ—l—m‘[— Time Seties (I I
»{ A0 £ IR T E=NETe ¥ T T
Survival P E
Data View | Variable View | — “Chart Values
—_— Muttiple Response b ble View = T
Frequencies... ( 13‘ Frequencies () Pergentages
Y | Continue J] l Cancel H Help




- Answer

E WSyntax 1 - SPSS Syntax Editor IEIE‘AI

File Ecli “iew Dat: Transfc Analy: Grapk Utilitie Bur Add-or Windo Hel
CHE W o L=k A F 00

Active: [DataSet! ~ | |

FREQUENCIES YARIABLES=minarity \
/PIECHART FREQ l
1 k Minority Classification
/ORDER=ANALYSIS. C c Y
| HNo
Eyes
‘ SPSS Processoris ready‘ ‘ ‘InSCoI’I‘ ‘ ‘
BE *Output] [Document]] - SPSS Viewer [E=ST=IEa|
Fle Ect View Data Transform Inset Format  Analyze Graphs  Uliles  Adcons  Window  Help
CHAR B E b0 DLk 00 £ Bas #(eésd + - @0 =57
& output =
Frequencies
2 Notes [DataSet1] C: N
Mi Classificati istics
e . o
Cumulative
1 | ~Percent
781
1000
JT Dl [T 1 \n:
[SPSS Processor s reaty AT

— — ,,,,,2/

Descriptives
» Click ‘Analyze,’ ‘Descriptive statistics,’ then
click ‘Descriptives...’

» Click ‘Educational level’ and ‘Beginning
Salary,” and put it into the variable box.

* Click Options

Q Descriptives |

Wariable(s)

& Employes Code [id] ,{I Educational Level (year. ..
Date of Birtth [bdate] ? Beginning Salary [salbe. .. |
,{I Employment Category [i...
& Current Salary [salary]
& Months since Hire [jobdi...

& Previous Experience (m... Clle
Il Minority Classification [...

[] Save standardized values as variables

L Ok JI Paste ]I Reset ” Cancel ” Help




S — __ry///”%/

Descriptives
- The options allows you to analyze other

descriptive statistics besides the mean and Std.
» Click ‘variance’ and ‘kurtosis’

' Fina”y CIiCk ‘Continue, @ Descriptives: Options il
[+] Mean [Jsum

Stdl. deviation Minimum
wariance Maximurm

I:l Range I:| S E. mean

C I ic k ‘ Distribution ‘

IS

» kurtosis] [] Skewvness
Display Order
(3) variable list
() Alphabetic
() Ascending means

Click

() Descending means

ontinue J ‘ Cancel ‘ I Help

/
e e -
i — 77,

Descriptives
* Finally Click OK in the Descriptives box. You will

be able to see the result of the analysis.

"Output] [Document]] - SPSS Viewer = H

[

g Edt View Data Transform [nsed Format Analyze Graphs  Ulties Add-ons  Window  Help ;I

HER B E 60 A%k 9% & G495 $jes + - 00 517

[ —

Qutput - i =t

Lé“ “ | Descriptives Bt

Log b
—i&| Frequencies

) Title

[Datafetl] C:

] Active Dataset
(@ Statistics Descriptive Statistics
M.innrity ClaEeea N Minimum | Maximum hean Std. Deviation | Variance Kurtosis
_@ Lnﬂgﬂ L Stafistic | Statistic | Stafistic Statistic Statistic Statistic | Statistic | Std. Errar | (il
+—{&] Descriptives i || Educational Level (years) 474 ] il 1349 1885 8.322 -265 4 |
B Tile || Beginning Salary 474 | §8,000 | $70.980 | $17,01608 | §7870.638 | BIOSE7 | 12300 o |
[ Notes ||| || Yalld N dlistwise) 174 E
[T el | Dl |l

[sPSS Processorisresdy | | | S02,WE2Tp ||




Regression Analysis

* Click ‘Analyze,” ‘Regression,’ then click
‘Linear’ from the main menu.

@ Employee data.sav [DataSet]] - SPSS Data Editor

b=l B |28

File Edit “iew Data Transform | Anslyze Graphs Uiities Add-ons  Window  Help
lBE EI' oo &mﬁ-é Reports » @F@)%l
1:id 1 Descriptive Statistics ¥ !Visiblet 10 of 10 Yariables
ge Tables 3
id nd Compare Means * | johcat salary salbegin jt
er General Lingar Model »
19 19 m Generalized Linear Models  » 1 $42 300 $14 250 ,_‘_‘
20 20f ixed Models » 1 $26 250 $11.550 :
21 21f Correlaie 3 1 $38 850 $15,000
2 2m Regression » L',z,, Linear... $12,750
23 23f Loglinear L3 Curve Estimation... $11,100
24 241 Classify 3 p'ES Partial Least Souares... $9,000
= 51 DetaRediclin 2 L%‘G Binary Logistic. . v
- T/m Sedle "B Muttinamial Logistic. .. $12p00
Pl 2ZFm Monparametric Tests 3 R Ordinel.. §27 480 :‘
m ] Theses | B, prot.. —
#roe Ef
Data View | Variable View | S : e
= Muttiple Responze b [ HLR Menfinesr... ——
[Linear... R ikt Fotimatinn [ o

Regression Analysis

* For example let’s analyze the model
» Put ‘Beginning Salary’ as Dependent and ‘Educational Level’ as

Independent.

salbegin = S, + fedu+¢

Q Linear Regression

@ilenendem

& Employee Code (id]
& Gender [gender]

53] |

8 E Linear Regression
Staﬂs!lcs Dependent:
& Employee Code (] ¥ | & ooy saery abegn |

Pluls., &4 Gender [gender]

Block 1\5‘.‘\

&8 Date of Birth [odste)
d]Educationa\ Level (yesr... Prexious \ Hext
d Employment Category . '3
f Current Salary [salary]
& Beginning Salary [sake...
& Morths since Hire bt Cllcl(
& Previous Experience (m..
d Minority Classification [ Methact: Enter =

Sdedmn WVariable:

ge.. |
Case Labels:
D VLS Weight:
OK ‘ Past [ Reset H Cancel H Help J

Date of Birth [bdate]

il Ecucational Level (year ..
,Jj Employment Category [i...
f Current Salary [sakary]
f Months since Hire [jobti..
f Previous Experience (m.
dj Minarity Classification ...

Seve
_ﬁhcns,,.

Statistcs...
Piots... |

Block 10f 1
Previous ext
[prewoss ] =N
Independent(s):
£l Educational Level (years) [ecuc]
%
Click —
Method:  |Enter -
/
Selection Variahle:
‘ Rule
= Case Labels:
ad]l l
) WLS Weight:

l

[ Paste H Resst H Cancel H Help I




Regression Analysis
» Clicking OK gives the result

Model Summary

Std. Error of

Mode
| R

R Square

Adjusted R
Sguare

the Estimate

1 6332

401

400

$6,098.259

a. Predictars: {Constant), Educational Level {years)

ANOVA®

Sum of
Sguares

df

Mean Sguare

F

Sig.

1 Regression
Residual
Total

1.175E10
1.745E10
2.930E10

1
472
473

1.1A73E10
3719E7

315.897

.ooo2

a. Predictars: {Constant), Educational Level {years)
b. Dependent Variable: Beginning Salary

Coefficients®

Unstandardized Coefiicients

Standardized
Coefficients

B

Std. Error

Beta

Sig.

(Constant)
Educational Level {years)

-6290.967
1727528

1340820

97197

B33

-4.692
17.773

.0on
000

a. Dependent Variable: Beginning Salary

Plotting the regression line
* Click ‘Graphs,’ ‘Legacy Dialogs,’
‘Interactive,” and ‘Scatterplot’ from the

main menu.

E Employee data.sav [DataSer]] - SPSS Dataﬂitor [F=RESH RS
File Edt View Data Transform Analyze | Graphs  Utiities Add-ons ‘Window  Help
EFEHE M O B M Chart Builder. . F ) Q\I
1:id 11 T - ey 7‘lsible: 1001 10 Varisbles
e [ 3.0 Bar... Il Bar...
id nd bdate educ Line... +* Dot...
1l W Area... ] Line...
1 1m 02/03/1952 15 @ Fi e
g ibbon. .
2 05/23/1958 16 = Z:
2 Al 2 ] [i&zl High-Low ... ' Drop-Line...
3 3if 07/26/1929 12 e
ea...
4 41 044151947 8 Boxplot... ;’ 3
g
5 5m 02/038/1955 15 =
B Em 08/22/1958 15 A Populstion Pyramid... 80 Boxplot...
7 7m 04/26/1956 15 ScatterDat. . 1} Eror Bar.
8 g8f 05/06/1966 12 | Ll Histogrem.. i Hstoorem...
9 af 017231946 18 -
AN ALL£ D420 406 1= lmerm!e U &:anerpm
] 1.2 |

Data View | Variable View |

|Scatterplot...

|sPs5 Processor is ready B




Plotting the regression line

Drag ‘Current Salary’ into the vertical axis box
and ‘Beginning Salary’ in the horizontal axis box.

Click ‘Fit’ bar. Make sure the Method is
regression in the Fit box. Then click ‘OK’.

X

B8 Create Scaterplot -
B8 Create Scarerplot D
Assign Verickles | Ft | Spkes | Ties | Options |
Assion Verisbles | Fit | Spikes | Tiles | Options
1 1., 2.0 Coordnate ~ | Method
Count [§coun] -
Fercent (pct] Regression X |
Employes Code i) [ currert saiary s o)
& Gender (gender] [Regression
Date of Birth [bdstf] Meen
oMl Educational Levelf year. (& Beinning salary [ Smoother
ol Enployment Catefory .. | gpang

Marths since Hirf ot

T —
& Frevious Experigee (... S

Fit lines for

.o I B Set this to
Click Olsigare .
Regression!

Label Cases By

[ ok ][ peste Reset cancel || e

ok || easte || messt || cencel || e

Linear Regression

$125,0007

$100,0004

$75,000

Current Salary

$50,0004

$25,000
R Sg Linear = 0.775

$0 T T T T T
50 $20,000 $40,000 $60,000 $80,000

Beginning Salary
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