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Applications of Bioinformatics

Drug Development . Personalized Medicine
Crop Improvement . Preventive Medicine
Microbial Genome . Waste Cleanup

Gene Therapy . Antibiotic Resistance
Biotechnology . Alternate Energy Science

Comparative Study . Insect Resistance
Evolutionary Studies . Climate Change Studies
Veterinary Science . Nutritional Quality
Molecular Medicine
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Drug development

v Drugs target only about 500 proteins
v Disease mechanisms and using computational.tools.identify and validate new
drug targets

Crop improvement

v Comparative genetics of the plant. genomes

v Information obtained from the model crop systems can be used to suggest
improvements to other.food crops.

v At present the complete genomes of Arabidopsis thaliana (water cress) and
Oryza sativa(rice) are available.

Microbial genome applications

v' Complete genome sequences
v Environment, health, energy and industrial applications
v" Isolation of the genes that give them their unique abilities to survive under

extreme  conditions.
Gene Therapy

> Gene therapy-used to treat, cure or even prevent disease
» Clinical trials

Biotechnology

» Archaeoglobus fulgidus and Thermotoga maritima
» Corynebacterium glutamicum

> Xanthomonas campestris

» Lactococcus lactis

Evolutionary studies




> The sequencing of genomes from all three domains of life; eukaryota, bacteria
and archaea

Topic - 2 Applications of Bioinformatics

Veterinary Science
. Farm animals including cows and sheep have been sequenced
Molecular Medicine

» The human genome project

» 3000-4000 hereditary disease including Cystic Fibrosis and Huntingtons
disease

> Response to an environmental stress causes cancers, heart disease, diabetes

» Human Genome Project Data Base

Personalized medicine

» Pharmacogenomics

Sequence variants in DNA

Trial and error to find the best drug

Patient's genetic profile

With the specific details of the genetic mechanisms of diseases

being unraveled, the development of diagnostic tests:to measure a

persons susceptibility to different diseases may become a distinct

reality.

> Preventative actions such as change of lifestyle or having treatment
at the earliest possible stages when they are more likely to be
successful, could result in"huge advances.in our struggle to conquer
disease.
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Waste cleanup

> Deinococcus radiodurans
> Potential usefulness. in‘cleaning up waste sites that contain radiation
and toxic chemicals

Antibiotic Resistance

> Enterococcus faecalis
> Virulence region-resistant genes
» The discovery of the region, known as a pathogenicity island

Alternative energy sources

» Chlorobium tepidum
> Capacity for generating energy from light

Insect resistance

> Bacillus thuringiensis

> Control serious pests of cotton, maize and potatoes

> Insecticides can be reduced and hence the nutritional quality of the
crops is increased

Climate change Studies

> Increasing levels of carbon dioxide emission-global climate change.
» Study the genomes of microbes that use carbon dioxide as their sole
carbon source.

Improve nutritional quality
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» Genes transferred into rice to increase levels of Vitamin A, iron and
other micronutrients
» Reducing occurrences of blindness and anaemia

Biological Databases:
Biological databases in general store biological data and their main goals are

1. Data storage
2. Information retrieval
3. Knowledge discovery

Classification:
Biological databases can be classified as

» Primary databases (that stores the Primary Sequences)

» Secondary databases (the primary sequences are annotated and kept.in Secondary
Databases)

» Specialized Databases (they are dedicated towards some specific.organism or can
have some disease data)

Biological databases can also be classified on the bases of types.of data which they contain,
such as:

Nucleotide databases

Protein databases

RNA databases

Genome databases

Expression databases (Gene Expression Databases)
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Issues:

The issues which are present generally in other databases are also found to be in Biological
databases that may be co-related with the relatively slow pace of quality assurance techniques
as compared to the pace with-which new data is emerging, so the issues are similar and are as
follows:

Due to limited Q/A

» . Redundancy
> Inconsistency
»._Incompatibility (format, terminology, data types, etc.)

Nucleotide Sequence databases:

The Nucleotide Sequence Databases are one of the types of Biological Databases that
contains nucleotide sequences in it, which can be DNA and cDNA or EST sequences.

Exon 1 Exon 2 Exon 3 Exon 4
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Here, we have a diagram where we have a genomic DNA which has different Exons(we know
that in Eukaryotes, we have exons and introns). So exonsgets transcribed into mRNA and we
can get cDNA from this mRNA through reverse transcriptionand then we can store this CONA
into our databases whereas the ESTs are the subsets within those cDNA’s.
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Origin:

The Nucleotide Sequence Databses were first assembled into Genebank (1982) at Los Alamos
National Laboratory (LANL), New Maxico under the leadership of Walter Goad. GeneBankis
now working under the umbrella of NCBI (National Center for Biotechnology Information).

NCBI is the central repository that stores multiple types of biological data that includes
genomes, their assemblies, their sequencing data, their expression data and what not. In this
diagram, we can see the page where you can search for any kind of data; a drop-down list
which provides you with various options. The link to this page is
http://www.ncbi.nlm.nih.gov/.

Here, is the page for GeneBank, so if you want search about nucleotides and genome
sequences, this is the best resource

NCBI was established in United States.

National Center for Biotechnology Information
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What is GenBank?

GenBank @ is the NIH genetic sequence database, an annotated collection of all publicly available DNA sequences (Nucleic
Acids Research, 2013 Jan;41(D1):D36-42). GenBank is part of the International Nucleotide Sequence Database
Collaboration , which comprises the DNA DataBank of Japan (DDBJ), the European Molecular Biology Laboratory (EMBL), Search GenBank

and GenBank at NCBI. These three organizations exchange data on a daily basis. Update GenBank Records

The complete release notes for the current version of GenBank are available on the NCBI ftp site. A new release is made
every two months. GenBank growth statistics for both the traditional GenBank divisions and the WGS division are available
from each release.

An annotated sample GenBank record for a Saccharomyces cerevisiae gene demonstrates many of the features of the
GenBank flat file format.

Access to GenBank

There are several ways to search and retrieve data from GenBank.

« Search GenBank for sequence identifiers and annotations with Entrez Nucleotide, which is divided into three divisions:
CoreNuclectide (the main collection), dbEST (Expressed Sequence Tags), and dbGSS (Genome Survey Sequences).

= Search and align GenBank sequences to a query sequence using BLAST (Basic Local Alignment Search Tool). BLAST
searches CoreNucleotide, dbEST, and dbGSS independently; see BLAST info for more information about the numerous
BLAST databases.

EMBL and DDBJ:
» European Molecular biology Lab (EMBL established1980) was established in Europe.
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» DNA databank of Japan (DDBJ) established in Mishima japan (1984).

INSDC:

» Genebank, DDBJ and EMBL joined together in International Nucleotide Sequence
Database Collaboration (INSDC)

You can see in this diagram, the NCBI (National Center for
Biotechnology Information), DDBJ(DNA Databank of Japan)
and EBI (EuropeanBioinformaticsinstitute) /ENA (European
Nucleotide Archive)forms an International collaboration known
as INSDC (International Nucleotide Sequence Database
Collaboration).

Where EMBLestablishedEBI, to deal with Bioinformatics kind

\_/ \/ of stuff and within them they have established ENA to maintain

the DNA sequence datasets

[ msm Intematmttil Nucleotlde Se uenc Databas ollabora_

ABOUT INSDC F’OLICY ADVISORS DOCUMENTS

International Nucleotide Sequence Database Collaboration

» The International Nuclectide Sequence Database Collaboration {INSDC) is a long-standing foundational initiative that
operates between DDB.J, EMBEL-EE| and NCEI. INSDC covers the spectrum of data raw reads, though alignments and
assemblies to functional annotation, enriched with contextual information relating to samples and experimental
configurations.

[ ———————

Data type DDBJ EMBL-EBI NCBI

Next ger ion reads | Seguence Read Archive Sequence Read Archive
Capillary reads Trace Archive European Nucleotide | Trace Archive
Annotated sequences DDBJ Archive (ENA) GenBank

Samples BiocSample BioSample

Studies BioProject BioProject

Here, is the page of INSDC (International Nucleotide Sequence Database Collaboration), and
you can observe that all three collaborators’ logos are there. Similarly, if you look into the
data, we can have Next Generation reads, Capillary reads and information about samples and
annotated sequences all on this.first page.

(We’ll discuss it later).
Growth of Genebank:

If we look into the growth of Gene Bank as shown in the figure below (left), we can see the
number of bases in the.GeneBank which are uncountable as they are in trillions which is a
huge number starting somewhere in 1982 and if we look into these curves, blue is the growth
of GeneBank and-red one is the whole genome sequences (which we are comparing) which is
starting.somewhere in 2003 or 2004 after the publication of Human genome Project.

So, if you look into the number of bases, it seems like they double after every 18 month which
means the growth is huge and is exponential.

Similarly, if we look into the sequences (right figure), are also around somewhere in 1000’s in
1982 but now they are more than hundred million sequences in this GeneBank.
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Conclusions:
In the end, we conclude some of the followings:

> Biological databases store biological data.
> INSDC is joint venture of NCBI, EMBL and DDBJ.
» Growth of bases in GeneBank is exponential,.doubling every.18 months.

Topic - 4 Protein Databases

Introduction:

Protein databases store protein data.which may include the following:

v' Protein sequences

Motif (patterns of amino acids)
Structure

ASRNIN

Structure alignments (aligned structures)
Origin:

First sequences to be collected were Proteins (before Nucleotide Sequences) using Sanger and
Tupy’smethods (1951) where Common protein families like cytochromes were sequenced (as
in that era people were focusing on the sequences made from cytochrome molecules).

Atlas of protein sequences (mainly cytochromes) was assembled by Margret Dayhoff and her
collaborators at National Biomedical Research Foundation (NBRF) in 1960s.

PIR (Protein Information Resource):

The collection (of Dayhoff and co) became PIR (Protein Information Resource) which is now
a collaboration of NBRF, Munich Center for Protein Sequences (MIPS) and Japan
International Protein Information Database (JIPID).

Protein Sequences:
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Swiss-Protis a Collaboration between the SIB (SwisslInstitue of Bioinformatics) and EBI
(EuropeanBioinformaticsinstitute) and it weekly releases from about 50 servers across the

1A S
g " 1 Bioinformatics Resource Porta

Viusi Gudonce
proteomics
genomics
structural bioinformatics
systems biology
phylogeny/evolution
population genetics
transcriptomics
biophysics
imaging
IT infrastructure

drug design

I Query all databases | I

search

help

ExPASy is the SIB Bioinformatics Resource Portal which provides access to
scientific databases and software tools (i.e., resources) in different areas of life
sciences Including proteomics, genomics, phylogeny, systems bioclogy, population
genetics, transcriptomics etc. (see Categories in the left menu). On this portal you
find resources from many different SIB groups as well as external institutions.

Featuring today

AACompSim

Compare amino acid composition of a
UniProtKB entry with UniProtKB entries

[cetails]

Home About Contact

Popular resources

; UniProtkB
@ SWISS-MODEL
s}» STRING

~~ PROSITE

Latest News B
Protein Spotlight: The hidden things

Nature has its secret ways. During the
course of the 19th century, the
Augustinian friar Gregor Mendel
worked out the basics of genetic
inheritance as he crossbred pea plants.
More

world, the main source beingExPASYy in Geneva (i.e. it’smainlycontrolled by EXPASywhichis
the main server located in Geneva).

Here, is the page for EXPASy, and you can find different structural alignments, proteomic data,

genomic data.

Protein Sequences:

International partnership between PIR, EBIl and SIB created UniProt, by unifying the PIR-
PSD (Protein Information Resource = Protein Structure Database i.e. they kept the PSD of PIR
into UniProt known as PIR-PSD), Swiss-Prot, and TTEMBL(is where we put the translated
sequences from the DNA-where DNA is translated into the protein and the protein sequences
are coming from different reading frames of those DNAs using all 6 reading frames- will be
discussed later) databases.
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."’-. The Universal Protein Resource (UniProt) provides the scientific community with a single,
H centralized, authoritative resource for protein sequences and functional information.
UniProt ® 9
e

b d UniProtKE | UniRef | UniParc = Current release: 2015_01

PRO ‘

Protein Ontology

‘ zProClass ‘ ‘ ZProLINK

Literature Information & Knowledge

ntegrated Protein Knowledgebase

e &

= Representation of protein = Value-added reports for = Source for text mining and
objects with descriptions UniProtkKB and unigue ontology development
and relationships UniParc proteins = RLIMS-P text mining tools
= Browse PRO = Functional analysis and - Eflsifes = e mE s

- Annotate with RACE-PRO R e

*Sample Biblio. report*

*Sample PRO report* *Sample protein report® S EEEEE
S e S[&r
O OTHER RESOURCE P PEPTIDE SEARCH z T TEXT SEARCH z
DATABASE: UniProtKB DATABASE: iProClass
= Representative Proteomes
i D " o "
o IUse single letter amino acid code il I [ ]
= iPTMnet

Here, is the page of UniProt and you can see, we have 3 main sections i.e. Protein Ontologies
labelled as PRO then we have ProClass where we can have the sequences and ProLINK tells

us about the literature.

A R o NS ORTILNA MEMBER

Protein Information Resource

&% v PRO Hierarchy (Note that the implicit relationship is is_a, whereas 9 indicates derives_from relationship.)

6 shown of 223047 records .
B o () & mon [z} = find Category

) g
E  G0:0032991 m. lecul: P
PR:000025493 LPS:GPI-anchored CD14 complex
PR:000025494 LPS:secreted CD14 complex
[ G0:0043234 protein complex
[ PR:000018263 amino acid chain
PR:000000001 protein

Home | About PIR | Databases | Search/Analysis | Download | Support SITE MAP | TERMS OF USE

I.f‘ 52014 Protein Information Resource
1 205 330

Here, we look into the PRO which is the Protein Ontologies- ontologies is where we can
classify those proteins on the basis of their functions and different functions have their
hierarchy so ontologies are labelled in form of different hierarchies, so there is a major
function and a trend towards moving the specific function.

Here, we can see just a PRO Hierarchy Ontology in this example.

httpa//pir.georgetown.edu/
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Integrated Protein
Knowiedgebase

GEO

GXD
AsrayExpress
L-——-3 CleanEx
SOURCE

In this figure, as we mentioned earlier, iProClass is the integration of different protein
resources, so we can have sequences from here, protein expression data, and protein
modifications. We can also integrate the genomic data with the proteomic data.

http://www.uniprot.org/

FProLlIMNK

ProLINK. {(imtegrated Protein Literature, IMNformation and
HKnowledge) has been deweloped as a resource to facilitate
text minimg im the area of literature-based database
curation, named entity recognition, and protein ontology
development. The collection of data sources can be wutilized

by computational and biological researchers to explore

literature inforrmatio
properties (Hu =t /.

n on proteins and their features or
20047).
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NLFP Research
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- Papers Catb
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Bibliography Mapping /
Annotation Extraction
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= Aannotation-Tagged Corpora

- Tagged with

Lterature - Sased Curation

& Annctaton £

=RLIMS-P Text Mining Tool
aphy Submsson Biblography Mapping = eFIP Text Mining Tool
N Mapping trmcticn

[
= Annotation- T - >

= eGIFT Text Mining Tool

Dictionary and Ontology
and

z Protein Mame Omolagy
- PIRSFE Family Mames i = _—
:; - = Entity Recognition/
Literature Corpu = it -
s e ] - Protoin Maming Rules I R e — Ontology Development

integrated Protein

= iSimp Sentence Simplification Swstem

= Name Tagging Guidelines/Corpora
Literature Mining &
Protein Curatson

= Protein Ontology Development

RCSB PDB  Deposit -

Search~ Visualize - Analyze ~ Download - Leamn - More -

B e Collaborators
ProCimee

IProlINK Paper

(=
PROTEIN DATA BA

An Information Portal to

105499 Biological Search by PDB |D, author, macromolecule, sequence, or ligands n

N K Macromolecular Structures

EMDataBank StructuralBiology
e e e l[ﬂl]]w.r- Knowledgebase

Advanced Search | Browse by Annotations

M Welcome
#» Deposit
Q, Search

Ed Visualize

Analyze

& Download

A Structural View of Biology

This resource is powered by the Protein Data Bank archive-information about
the 3D shapes of proteins, nucleic acids, and complex assemblies that helps
students and researchers understand all aspects of biomedicine and agriculture,
from protein synthesis to health and disease.

As a member of the wwPDB, the RCSB PDB curates and annotates PDB data.

The RCSB PDB builds upen the data by creating tools and resources for
research and education in molecular biology, structural biclogy, computational
biclogy, and beyond.

Structure and Health Focus: Ebola Virus Proteins

January Molecule of the Month

In this figure, we have iProLINK which provides literature information and most of the
research papers can be found here.
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The link for it is: http://www.uniprot.org/.

Here, in this figure we have PDB and PDB stands for Protein Data Bank, basically it’s a
repository where we have the protein structures.

These structures are obtained by different chemistry and molecular biology techniques like X-
ray Crystallography in the labs and then those structures are submitted into the PDB where
researchers can get those structures and can compare their predicted structures with them, so
it’s a good resource if you are working on structural protein bioinformatics. The link for this
page is http://www.rcsb.org/pdb/home/home.do

SCOPe: Structural Classification of Proteins — extended. Release 2.04 (July 2014, new entries added 2014-12-18)

J Browse ||sl-u & History | | ASTRAL || =] || H | Help ‘ Ahnutl

Welcome to SCOPe!

SCOPe is a database developed at the Berkeley Lab and UC Berkeley to extend the development and QMWW'
maintenance of SCOP' . . . . Reintroduction of manw%%
SCOP was conceived at the MRC Laboratory of Molecular Biclogy, and developed in collaboration with curated superfamilies . <
researchers in Berkeley. o Y e
Work on SCOP (version 1) concluded in June 2009 with the release of SCOP 1.75. jittle manual curation N i
SCOPe classifies many newer structures through a combination of automation and manual curation, and --'_*,,.o sebb S
corrects some errors in SCOP, f Introdustion of autornated q%é A 1
aiming to have the same accuracy as the hand-curated SCOP releases. SCOPe also incorporates and updates the curation in SCOP e 2
ASTRAL database. > T
For prior releases, click on the Stats & History tab above. For more info, click on the About tab above. [ Last comprehensive - %’
New rDB entries were last added on 2014-12-18; for more info on periodic updates click on the Help tab above. release to date -
Search SCOPe (example): | | [ search | —
Classes in SCOPe 2.04: LN

1. :—:,“. a: All alpha proteins [46456] (285 folds) ’Q‘;";‘.

2. % b: All beta proteins [48724] (176 folds) { i

3 "_;‘?‘ c: Alpha and beta proteins (a/b) [51349] (148 folds) OPE pom——

g Q Height indicates number of 555 i
4. =4 d: Alpha and beta proteins {a+b) [53931] (380 folds) PDB entriex classified Y
5. ai'v_pg e: Multi-domain proteins (alpha and beta) [56572] (68 folds) 01 ©02 ©3 04 05 06 0OF 08 09 10 11 12 13 14
¥

6. #ur* f: Membrane and cell surface proteins and peptides [S6835] (57 folds) e

7. % p: Small proteins [56992] (91 folds)

8. s h: Coiled coil proteins [57942] (7 folds)

9. @ & i: Low resolution protein structures [58117] (25 folds)

In this figure, we can see SCOP which is a similar effort that utilizes different structural
elements on those proteins and it classify those proteins on the basis of their structural
elements like family, fold super family, domains and then classes.

So, Class is the biggest in this SCOP hierarchy, there
are different major group of classes.

The link is : http://scop.mrc=lmb.cam.ac.uk/scop/

SCOPe 2.04

o B /3 a+3
Immuanoglobulin-like 7-bladed B-propeller Anthrax protective antigen
g sandwich N-terminal domain-like
Macroglobulin Zn aminopeptidase WID40 repeat-like PAl4-like

insert domain
C =

DDBl-like

We can see here for an example, we have the class in which we have all the alpha helices;
these helices are formed by special arrangement of amino-acids. Basically when the protein
sequences- just a linear sequence of amino-acids when it turns around on it selves, it forms
those secondary structures so those structures are then recognized as alpha and beta (we are not
going into the details; you can go for molecular biology course or Google about alpha or beta).
The main idea to present here is that SCOP actually classify the proteins on the basis of those
structures so for an example, alpha (is that class where we have all those proteins that has
alpha helices in them), we can also have beta (where we have all those proteins that has beta
chains in them), alpha/beta (where we have alpha helices then comes beta then comes alpha so
they are present one after the other), alpha + beta ( we can have separate regions where we can
have alpha helices stacked together and then we have beta chains stacked together). And the
link for it is - http://scop.mrc-Imb.cam.ac.uk/scop/.
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Conclusions:
We conclude that:

v’ First sequences to be collected were Protein sequences.
v Protein databases are classified on the basis of sequences, motifs, structures and different

structural alignments.
v" Growth of Sequence in Databases is exponential (just like as in Nucleotide Databases the

growth of sequence is higher).

Origin:

First attempt to sequence free living organism was launched in late 1990’s (Blattner et al.
1997) and Viruses had already been sequenced (Fleischmann et al. 1995).

Haemophilusinfluenzaewas the first genome that was published and the project was.initiated
at The Institute of Genome Research (TIGR) under the leadership of Craig Ventor (the same
person who’s name we’ll see in the human genome project). At that time, a method which was
already established known as shotgun sequencing method was being tested by this project to
verify its reliability and efficiency. And by utilizing this method they sequenced the genome
which was about 1.8 million base pairs (bp), it took 9-months and the cost was around 1
million US dollars and this project Paved the way for sequencing.of many. other organisms.

Examples

» AceDB (AC. elegansDataBase) was the first genome database for genome sequences
was developed in 1989 and was established by Richard durbinandThierry-Miegi.

(Same Durbin whose book “Biological Sequence Analysis” we’ll consider in the latter
half of the course).

Acel3

Home About Quick Guide Newsgroup Documents Dowmniloads Extensions & inmterfaces
Site map

ceDB Is a database designed specificaly for handing genome and boinformatic
Hata The tools @ provides gve groat floxdility for e manipuiation, display and
pnotaton of genomic data

= vory ible schomma jon allows casy modification and extonsion of =
pata relatonshios by simple editing of the models fle makng it an ideal research 5
ool

Cookie Policy

Here is the figure of AceDB webpage, you find the sea elegans; a worm and there are other
organisms.

Link for this page is: http://www.acedb.org/.
Examples:

TAIR (The Arabidopsis Information Resource) which is a database for Arabidopsis
(http://www.arabidopsis.org/) and SGB (Saccharomyces Genome Database) actually uses the
system of AceDB (http://www.yeastgenome.org/).
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Human Genome Project:

Human Genome Project started initially as a Pilot Project which begun by Department
OfEnergy (DOE) of USA in 1986. Two organizations, one is National Human Genome
Research Initiative (NHGRI), which was federally funded organization through NIH
(National Institute of Health) that started in 1988 by Francis Collin which was joined to
Commercial organization named Celera (Celera Genomics)in 1998, a commercial under the
leadership of Craig Venter.

Both of them claimed that they sequenced the full Human Genome
and the issue was raised that who completed the project first, and
who had a major role in it but later on it was resolved by President
Bill Clinton at that time and they published it together back in year
2000. In the end, they concluded that there areTotal 3.4 billion bases
which are sequenced at a cost of $1/base.

e B L . P Ot Bro AT [ J S A [T
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While we have those genomes available, we want to see their graphical views where we can
get the reports, get the idea about where different genes are located, so in order to do that we
needed to make something which we call it as genome browsers- are the webpages where we
can look into the different features within our genomes so UCSC is one of the example (shown
on the left) which is University of California Santa Cruz which is the biggest genome browser.
The link to this browser is http://genome.ucsc.edu/.

The figure of UCSC Genome Browser, where we can have information, so on the top we see a
chromosome and down below we see various lines which are known as different tracks (for
snips, genes, EST’s etc.) so we can look or zoom into different regions of the genome by
using those genome browsers.

The link to this webpage is: http://genome.ucsc.edu/.
Conclusion:
In the end, we conclude the following:

v" Success of Haemophilusinfluenzaepaved the way for other genome sequencing
projects
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v" Human Genome Project was accomplished by NHGRI and Celera (they were
working independently from one another).
v Genome browsers help in exploring different regions of the genome.

Topic -6 Gene Expression Databases

Gene Expression Omnibus (GEO):

Genes are expressed into mMRNA, and whenever we talk about gene expression, we generally
mean the mMRNA sequences so we can normally get those mMRNA from techniques like
microarray and another famous technique nowadays which is being established is known as
RNAseq. And microarray data and RNAseq can be classified into Gene Expression Data
which is stored in Gene Expression Databases.

Basically, Gene Expression Databases are the public repository for the archiving and
distribution of gene expression data submitted by the scientific community.

The gene expression data are MIAME compliant data (where MIAME is Minimum
Information About a Microarray Experiment and can be searched on.this link:
http://www.mged.org/Workgroups/MIAME/miame.html). Wheneveryou need to submit a
microarray experiment, you need to give descriptions like how exactly the samples were
prepared, normalization methods which you have used and other counts and normalized files)
so while keeping in view these datasets have different records in it.

Gene Expression Omnibus is convenient for deposition of gene expression data, as required by
funding agencies and journals and it’s also a curated resource for gene expression data where
we can do Browsing, querying, analysis and retrieval.of the data.

© 00 (= Home — GEO - NCBI =\ =2 cEoa o viewe * | T2 GEO Accession viewe = |+ o
(€ ) » [ @ www.ncbi.nim.nih.gov/geos 8- Q) s - A 2| =
(E5] Most Visited ~ @ Getring Started

= NCBI Resources ™ How To &
GEO Home

Documentation

Gene Expression |

GEO is a publie functional genomics d
sequence-based data are accepted. T¢
gene expression profiles.

Getting Started
Overview

FAQ

About GEO DataSets
About GEQ Profiles
About GEO2ZR Analysis

How to Gonstruct a Query

Query & Browse ~
Search GEO DataSets
Search GEO Profiles
Analyze with GEO2R
GEO BLAST
Programmatic Access
Repository Browser
FTP Site

Email GEO

bmpliant data submissions. Array- and
'y and download experiments and curated

Tools

Search for Studies at GEO DataSets

Search for Gene Expression at GEO Profiles
Search GEO Documentation

Analyze a Study with GEO2R

GEO BLAST

Programmatic Access

Keyword or GEO A

Browse Content

Repository Browser

DataSets: 3848
Series: [ 51804
Platforms: 13522

Samples: 1259935

Sign in to NCBI
Gene Expression Omnibus

cccccccc Search

How to Download Data FTP Site

Here, is the webpage of GEO which is Gene Expression Omnibus running under NCBI (you
can visit NCBI where you can get to the GEO Database) which are having different datasets,
has expression profiles where we can see the change in expression of genes across different
treatments and we can also analyze this expression data. There is a tool called as GEO2R, we
can use BLAST in it. (We’ll discuss later)

http://www.ncbi.nlm.nih.gov/geo/
Gene Architecture:

GEO has four kinds of records or data files (keeping in view the MIAME rules) and are as
follows:

v" Sample(GSM) — these files stores the sample information like how the samples are
prepared, how the treatments are given, how the experimental design was established.

v Platform (GPL) — The idea about platforms, they are stored in GPL files so here we can see
whether it’s a microarray data or RNAseq data (there are different protocols coming from
different agencies so we can have that information).
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v’ Series (GSE) — Sometimes different treatments are recorded as separate files so GSE are
the files where we can have the similar treatment files and they are put togetherin a
shape of series (are a set of samples and which are somehow related).

v Datasets (GDS) — Whereas the actual data is stored as GDS files which are the sample data
collections and are assembled by GEO.

ao0on = x Be =
= = =

| = Home - GEO - NOB |72 GEDAccessionwiewsr X T GEDAcomsionwewer X | & "

'.\'E'/I_.'} & wwew.ncii.nim. nikugowgea c | (8- A% B + & Z —

& Most visited ~ @ Gefting Surted

= NCBl Resources ¥ How Ta ¥ Sign in ko NCBI
GEQ Home Documentation =~ | Query & Browse ~ Email GEQ
Gene Expression Omnibus
GEO i a public functicnal genomics data repasitory supporting MIAME-compliant data submissions. Aray- and Gane Expression Qmmlbus
sequence-based data ane accepled. Tools are provided to help users query and download expariments and curaled
gene axpression profias.
Keywurd or GEO Acoession ‘Search
Getting Started Tools ﬂ se Content
Overview Search for Sludies al GEO DalaSats Bagfttory Browser
FaQ Search for Gena Exprassion al GEOQ Profles DataSats: 3848
About GEO DataSels Search GEO Documentation Series: Ll 51804
About GEO Profiles Analyze a Study with GEOZR Platfarms: 13522
About GEOZR Analysis GEOQ BLAST Samples: 1258915
How to Consirect a Query Programmalic Access
Haow 1o Download Data FTP Site
Information for Submitters
Login to Submil Submission Guidelines MIAME Standards
Updale Guidalines Citing and Linking 1o GEO
(& | 0 www.ncbl.nim.nih.gov/geo /summary/ <] I B- Q’
(E&] Most Visited ~ @ Getting Started
Public holdings Total holdings
Public Unreloased  Total
Series Platforms Samples Organisms History Soros 51,808 7.896 9. 702
' Platiorms 13,522 438 13,960
Series type Count Samples 1250985 192354 1452379
Expressicn profiling by amay 35,695
Ex; i iing a 612
Expressicn profiling by high throughput sequencing 3446
—
Expression profiling by SAGE 241
Expression profiling by MPSS 20
Expression profiling by RT-PCR 269
Expression profiling by SMP array 12
Genome vanaton profiling by ssray 557
Genome variation profiling by genome tiling array o978
Genome vanaton profiling by hegh throughput sequencing 56
‘Genome vasiation profiling by SNP amay T26
Gename bindingloccupancy profiling by array 156
‘Genome bindingloccupancy profiling by genome tiling array 2,042
Ganome bindingloccupancy profiling by high throughput saquencing 3.m7
Genomea bindingloccupancy profiling by SNF ammay 11
Methylation profiling by array 478
Methyiation profiling by genome tiling amray 579
Methylation profiling by high throughput seguencing 553
Methviation orofiling by SNP amav 9

Here, is the Gene Expression Omnibus page and if we look into the different types of datasets
it have, we can have Series (on the top left side of right figure), different records for the
Platform, Samples. If you look into the types of series, you can see there are expression
profiling by array, expression profiling by high throughput sequencing (in our course we’ll be
getting some RNAseq data which is under the expression profiling by high throughout
sequencing), similarly there are other various techniques for getting the expression which are
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listed below in the Series section as can be seen and number of datasets available are also
present in the

column called as
GEG Datasets * ||colon cancer RNASeq = count.

Save search  Advanced Help.

Display Settings: () Summary, Sorted by Defauit order

If you want to look
into some dataset,
you can simply type
into search bar say
for example, you
write colon cancer
RNAseq data which
leads us to the sets of records it gets and when we click onto one of them the page appears
(shown below).

& T

= A — TANE B EEG —
NCBI » GEO > Accession Display & Not logged in | Login &
Scope: [Se =] Format: [FEmc =] Amount: [Goisk <] GEO | — And we get this file SO here |S

G Query DataSets for GSES7043 . . !
o s v Felea Peirmacs ac ramaea the information of the
Erperiment type . h e : ¢
B E AN et B o S T e particular dataset.
fres the miRAeme

You can see onthe top, that
each dataset is submitted as a
series with a unique number,
say for example here the
number is GSE57043 which is
basically an id number for this

t al. Global MICrORMNA depletion suppresses tumor
14 May 15:28(10):1056-67. PMID: 24788094

Country usa

dataset.

So, if we look into this page, we can have the idea about the experiment, the organism from
which it’s coming, type of experiment; a little bit summary of the experiment, we can also see
the contributors name, their publications and addresses.

It is a huge page which is portioned and the other side of it is shown in the figure below

Platforms (1) GPL13112 Illumina HiSeq 2000 (Mus musculus) I A” GEO ThlS |S the bottom part
zaLr:plss (6) GSM1373652 DecrHet_1_mRNA o SmeISS|0nS Of the same Webpage
s Gsm1373653 Deret_2_maNa  |Ndividual need to be
: . shown above.
G5SM1373654 DcrkO_1_mRNA Samp|eS aSSOCIated Wlth
e ™ inaseries|  a platformfile. Here, we can see that
GSM1373657 Derko_1_miR we need to be associated
Relations with the platforms so
oot T the platform information
Click ? is can be found on this
Download family Format f
SOFT formatted family file(s) SOFT @ One by page, and we get those
MINIML formatted family file(s) MINIML @ sequences which are
Series Matrix File(s) ™ one sequenced by machine
Supplementary file Size  Download _File type/resourfe . Illumina HiSeq 2000
GSE57043_dicerko_fpkm. txt.gz 875.5Kb (ftp)(http)  TXT Normalized I be di di
GSE57043_dicerko_hairpin_rpm.txt.gz 41kb  (ftp)(http) TXT counts (We X ¢ discussed 1n
\GSE52043 dicerko mature rom txtoz 16Kh  (fohttn) TT upcoming |ECtUYES).
SRP/SRPD41/SRPO41414 (ftp) SRA Study
Raw data provided as supplementary file Raw Reads

Processed data Is available on Series record
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There are total six samples in this dataset, so individual samples are put together labelled as
GSM.

We can also download the sequence expression counts or values in different formats and there
are also some

An expression signature for p53 status in human normalized counts as
breast cancer predicts mutation status, transcriptional . .
; : ' hown in the figur
effects, and patient survival Sho the figure,
Lance D. Miller**, Johanna Smeds?, Joshy George*, Vinsensius B. Vega®, Liza Vergara®, Alexander Ploner?, these are Com pressed
Yudi Pawitanf, Per Halls, Sigrid Klaar*, Edison T. Liu™, and Jonas Bergh* .
A o e S R files. There are also raw
st reads data are present in
GENETICS. For the article "An expression signature for p53 status in human breast cancer predicts mutation status, the fOI’mat, Wh | Ch we
transcriptional effects, and patient survival," by Lance D. Miller, Johanna Smeds, Joshy George, Vinsensius B. Vega, I al I as S R P or
Liza Vergara, Alexander Ploner, Yudi Pawitan, Per Hall, Sigrid Klaar, Edison T. L, and Jonas Bergh, which B
appeared in issue 38, September 20, 2005, of Proc. Natl. Acad. Sci. USA (102, 13550-13555; first published Seq uencing Read
September 2, 2005; 10.1073/pnas.0506230102), the breast cancer microarray data discussed in this publication have Archive 0 that StOI’eS
been deposited in the National Center for Biotechnology Information's Gene Expression Omnibus database (GEO,
www.ncbinim nih gov/geo’) and are accessible through GEO Series accession - NCBI GEO] . the raw read data.

Since, funding and the publication agencies demands that your data should be submitted and
shared with the community so here is an example (in the figure shown) where we can see a
publication and they have put GSE into their publication which helps other scientists to get
access to this data using this ID number as highlighted (in the figure).lf you are submitting
your paper, you need to provide this information to the publication agencies which is an
essential consideration.

Conclusion:

So we sum-up that GEO is a public repository for the archiving and distribution of gene
expression data and is the Best resource to get microarray and Next Generation Sequencing
(RNASeq) data.

Topic -7 Medical Databases

Introduction
Informatics in health care may be.called as health informatics

« It deals with the resources, devices, and methods required to optimize the
acquisition, storage; retrieval, and use of information in health and
biomedicine.

(wiki)
Medical databases store and provide medical information

» . The premier database for biomedical literature is the National Library of
Medicine (NLM)’s MEDLINE, accessible through PubMed

PUBMED

«  Comprises of more than 24 million citations for biomedical literature from
MEDLINE, life science journals, and online books

«  Citations may include links to full-text content from PubMed Central and
publisher web sites
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== NCBI Resources & How To &

Publ@ed ¢

US National Library of Medicine
National Institutes of Health

Sign in to NCBI

| PubMed ||
Advanced

Help

PubMed COMMONS

_|®]%] el

Featured comment - Dec 26, 2014
Regulating ribosome recruitment? | Shatsky critiques
proposed RNA regulon mechanism. 1.usa.gov/1zfZekD

PubMed

8 PubMed comprises more than 24 million citations for biomedical
literature from MEDLINE, life science journals, and online books.
Citations may include links to full-text content from PubMed Central and

publisher web sites.

Using PubMed PubMed Tools More Resources

PubMed Quick Start Guide PubMed Mobile MeSH Database
Full Text Articles

PubMed FAQs

Single Citation Matcher
Batch Citation Matcher

Journals in NCBI Databases

Clinical Trials

PubMed Tutorials Clinical Queries E-Utilities (API)
Topic-Specific Queries LinkOut

New and Noteworth:

MEDLINE

e MEDLINE is the primary resource for biomedical journal articles
e Millions of citations to articles in biomedical journals
e MEDLINE uses the MeSH vocabulary

Other Databases
MEDLINE is the primary resource, but other databases may also be‘helpful

e Academic OneFile

e CINAHL (Cumulated Index of Nursing and Allied.Health Literature)
e PsycINFO

e Web of Knowledge

Academic OneFile

e Academic OnekFile lists articles fromjournals covering a broad range of
subjects

e While it does not primarily focus en medical topics, useful articles can
still be found here

EBSCOHealth

About EBSCO Health

Request Information

Products Who We Serve Benefits Success Stories Contact Us

« All Products

CINAHL Database

Cumulative Index to Nursing and Allied Health Literature

Allied Health / Nursing

CINAHL Complete »

CINAHL Core eBook Packages » Nurses, allied health professionals, researchers, nurse educators and students depend on

CINAHL Database » the CINAHL Database to research their subject area from this authoritative index of Content Lists
nursing and allied health journals which includes over 3 million records dating back to

CINAHL Plus » 3 .
1960. Coverage List:

CINAHL Plus with Full Text » POF » | Excel » | HTML »

CINAHL with Full Text »
Interested in learning more about

CINAHL Database?

Request a Free Trial

DynaMed »
Content Includes
EDS Discovery Health »

* More than 3 Million Records

Health Seurce: Nursing/Academic

Edition » * Indexing for more than 3,000
Isabel » Journals
Medcom » ® 70 Full-Text Journals

Easy Access to the Most Authoritative Nursing and Allied Health

Nursing & Allied Health Collection: Basic Literature Available

Edition » Also Contains

Nursing Reference Center »

Nursing Reference Center Plus »
Patient Education Reference Center »
Rehabilitation Reference Center »

Social Work Reference Center »

CINAHL provides indexing of the top nursing and allied health literature available
including nursing journals and publications from the National League for Nursing, and
the American Nurses' Association. Literature covers a wide range of topics including
nursing, biomedicine, health sciences librarianship, alternative/complementary medicine,
consumer health and 17 allied health disciplines.

In addition, CINAHL provides access to health care books, nursing dissertations, selected

* Author Affiliations

® Searchable Cited References for
more than 1,250 journals

Additional Resources:

PsycINFO

*  PsycINFO searches the psychological literature

*  While it does not primarily focus on medical topics, useful articles can still

be found here
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*  http://www.apa.org/pubs/databases/psycinfo/coverage.aspx

More APA Websites v | Home | Help | Login | ! Cart (0)
@ AMERICAN PSYCHOLOGICAL ASSOCIATION SEARCH Q

About APA | Topics = Publications & Databases Psychology Help Center = News & Events Research Education Careers Membership

Home // i &D: Il APA D /I PsyciNFO® Homepage // PsycINFO® Journal Coverage List [ emal | & pRINT
Publications: Books Cl 's Books D Journals Magazines & Newsletters Reports & Brochures Software Videos Merchandise
PsycINFO® Journal Coverage List More About the Database

= PsycINFO® Home

October 2014 Update
= FAQs

Currently, there are 2,562 journals covered in the PsycINFO® database. The list changes continuously as journals are added and
discontinued throughout the year, so it is updated online monthly. = Coverage List

. o = Sample Records
= Download the journal coverage list in Excel format (2,358KB)

= Publisher Relations
= View a list of the currently covered neuroscience tities (PDF, 625KB)
Updated February 2010 = Cited Reference Facts

= View journal coverage facts = Subsets & Special Collections

= Archive of Sample Searches Podcasts

= Institutional Access

= View journal coverage policy

= View journals added in 2013

Other Information

Visit the journals added page to see a list of the journals we've added to the Journal Coverage List since the last update. P :
= Institutional Pricing

With the exception of journals indexed cover-to-cover, not all articles from each journal are included in the database. PsycINFO

staff examine each article and select only those that have psychological relevance. = Free Trial for Institutions

http://www.apa.org/pubs/databases/psycinfo/coverage.aspx
Web of Science

*  Major source for articles in a wide range of fields, including the sciences,
social sciences, and humanities.

« Excellent place to find articles from scientific journals that may not be
included in MEDLINE

Conclusions
Informatics in health care may be called as health informatics

* Medical databases deal with the'acquisition, storage, retrieval, and use of
information in health and biomedicine.

Topic -8 Sequence Submission Introduction

Introduction

Sequences are submitted to the databases in order to share them with the scientific community
(sometimes they are also required by the Publication and funding agencies to submit them).
Generally sequences are submitted at the time of publication and are reviewed by peers.

Caution

It is important to ensure that sequence files do not contain any special characters because
sometimes the control characters can also be incorporated into or normal sequences, which can
then mess-up the down-stream analysis or data-transfer.
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Iee: Sastinuciele:scd codes So, there is an issue of how to put the ambiguous

el Nonie Smanson nucleotides or amino acids in the sequences (because at

2 L ers some places you are not sure whether it is ‘A’ or ‘T’ or

§ € 5 ;{‘;:T G’ or C_ and you are re_:strlcted to put a s1ngl_e letter).

. s pressdee So, there is an organization known as International

3 o S Ko Union of Biochemistry (IUB), it has established some

w AorT L O standard codes to represent those ambiguous bases or

H ACorT H l%olill:::‘g}sm amino aCIdS

: n?l(} alphabet X .

? L iy For example, here we see that G, A, T or C are just

; MTaor) | dphaber Guanine, Adenine, Thymine and Cytosine respectively.

? s i If we see R, it can be either A or G and the word is

N CGorT ny b. H H H

T Ty s Anyee derived from the group they are coming from i.e. the
Mount, pg 28 puRines. We see Y that is the pYrimidine, it.can be C or

T.

M stands for if they are having some amine group / amino group in them, K'is if they have
Keto group i.e. GorT.

S is if they have strong interactions (3 hydrogen bonds) like C and.G, who forms triple
bonds.

W is for weak interactions, A or T.

Since H follows G in Alphabet so it’s everything except G, it can be A, C or T and similar
procedure is followed for B,V, and D whereas N can be any base.

Similarly, for amino acids, we have

Table 2.2. Table of standard amino acid code letters
Llettercode  3ettercode  Amino acid single letter codes i.e. from A to Z. And
: = ol we can see in the figure on the left that
D A tic acid H
: e ot acid some letters are missing.
F Phe phenylalanine
G Gl glyci H H
o o Airredl There are four amino acids that are
1 1l isoleuci 1 1
. B e starting with G, but we gave that G
. i loue ® letter to Glycine and for rest of them,
A Met mcthxor:unc :‘0 R R
N Asn usparagine 2 we might use some other letters like
P Pro proline E‘ _ L.
Q Gln glutamine 3 Glutamic acid is represented as E.
R Arg arginine s
S Ser serine ;
: i o Y stands for Tyrosine (down below) and
W Trp uypophan X can be any amino acid like N (in case
X Xxx undetermined amino acid R
Y Tyr tyrosine of the nucleotide sequences).
7 Glx cither glutamic acid or gl
Adapted from IUPAC-IUB (1969, 1972, 1983).
* Letters not shown are not commonly used.
" Note that imes when comp translate DNA sequences, they will put a

prog
“Z” at the end to indicate the termination codon. This character should be deleted from the
sequence.

NCBI:

NCBI has two options for sequence submission

BANKIt - for simple sequences (not related with down-stream analysis) and annotations
and can be submitted through web (if the datasets are small) which does not requires any
advanced tools.

Sequin - For Complex sequences and annotations and is also good if we want to do some
off-line submissions normally where we have our datasets which are huge ones and can be
used in future with some advanced tools (for analysis) and graphical reports.
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w Banklt

p _ Sequin--A DNA Sequence Submission
ERNEIR  and Update Tool

Sequin Entrez BLAST OMIM

Taxonomy Structure

Sequin home Sequin 13.05 is now available.

http://www.ncbi.nlm.nih.gov/WebSub/?tool=genbank

In the figures above, are the glances BanklIt and Sequin webpages.

UniProt:

Wiwelcorme to the mnew SPIMN website!

Feame Lme DNED MaeAr WASESS IS SO0 Sy NHORAS ST S R s AR ST RS TO TR

O TENESN OO ST ST S SSETE SESASMES. AR ARy FeRAn SIDe L S A VDS iD A IS AT MO G B SEmn reoos SR
SuDMESSCns Crealod Lming T reewe aeeirsiio vl Feof e e b T ol G Sl o werm=a

AUt ST
RN S TS D DS aeT TOC S a3 a = OO PACOSNN SOQUGNCES S Dresdr CEOSCGHEN SISO SIS IO TS A Fnor
Fnowlodoohamn . The ronmmation necrdned o Creotn @ chatabames e wail S S eecho o CLring T S b S-S S,

FPlaease sigrn im H Pl LS
= — H e Croote e oo
Fenges vour pamsoecea T

For protein sequences, just like NCBI tools, we have UniProt and the similar tool is called
asSPIN which is a web-based tool for submitting directly sequenced protein sequences
and biological annotations to the knowledgebase.

Shown in this figure, is the webpage of SPIN.

We can register here and then we can submit our data.

https://www.ebi.ac.uk/swissprot/Submissions/spin
Conclusion:

We conclude that sequences are stored in databases in specific format and when we want to
submit them into a database then we need to follow the guidelines provided by those
databases.

Topic #9 DNA Sequence Retrieval

Introduction

Databases not merely collect and organize data (i.e. not only stores it) but allow intelligent data
retrieval (we can do some down-stream analysis on those data sets). Let’s see how we can get
the DNA data from the NCBI.
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| Gene D ]|p53
Save search Adwvanced

Display Settings: [~ Tabular, 20 per page, Sorted by Relevance Send to: (]

Did you mean p53 as a gene symbol?
Search Gene for p53 as a symbol.

Results: 1 to 20 of 9031 Page |1 of 452  Mext >
o Filters activated: Current only. Clear all to show 9271 items.

Last ==

Name/Gene ID Description Location Aliases MIM
) p53 CG33336 gene Chromosome 3R, Dmel_CG33336,
ID: 2768677 product from transcript NT_033777.3 CG10873, CG31325,
CG33336-RB (23049657..23054082, CG33336, D- DMP53,
[Crosophila complement) Dm-P53, DMPS53,
melanogaster (fruit fly)] Dmel\CG33336, Dmps3,
Dp53, dmp53, dp53, prac
) TPS3 tumor protein p53 Chromosome 17, BCC7, LFS1, P53, TRP53 191170
ID: 7157 [Homo sapiens NC_000017.11
(human)] (7668402..76B7550,
Saar complement)

So, here is the webpage of NCBI, for example you want to search for say p53 gene; tumour
suppressor gene. We write p53 on the search bar, then we get then results; so here we can find
many ID entries like 9000 entries are there, we are just looking into the first.page in this we
choose the first two. So let’s click the first one, the p53 where the ID is 2768677, there is a
description that what sort of gene is it, and its actually coming from Drosophila melanogaster,
the location is Chromosome number 3 and we see some Aliases; the-alternative names of this
gene. The link to NCBI is http://www.ncbi.nlm.nih.gov/.

p53 [ Drosophila melanogaster (fruit fly) ]

Gene ID: 2768677, updated on 4-Jan-2015

< Summary

»

Official Symbol p53 provided by FlyBase
Primary source FLYBASE:FBgn0033044
Locus tag Dmel CG33336
Gene type protein coding
RefSeq status REVIEWED
Organism Drosophila melanogaster (old-lineage: Eukaryota; Metazoa; Arthropoda; Hexapoda; Insecta; Pterygota; Neoptera;
Endopterygota; Diptera; Brachycera; Muscomorpha; Ephydroidea; Drosophilidae; Drosophila; Sophophora)
Lineage Eukaryota; Metazoa; Ecdysozoa; Arthropoda; Hexapoda; Insecta; Pterygota; Neoptera; Endopterygota; Diptera;
Brachycera; Muscomorpha; Ephydroidea; Drosophilidae; Drosophila; Sophophora
Also known as CG10873; CG31325; CG33336; D-p53; Dm-P53; DmelCG33336; dmp53; Dmp53; DmP53; DMP53; dp53; Dp53; prac

When we clicked on the first gene as shown in the figure above, we now come to this webpage
which is a huge page that is portioned into different figures.

In this figure (on the left), we can see the summary of this gene.

The official symbol is p53 provided by FlyBase which is also written in the Primary source
(FlyBase is the databases that stores the genome of this fruit-fly Drosophila), then the locus
tag, gene type is protein coding, RefSeq says reviewed (sometimes the genes are submitted and
reviewed by some other scientist so it means that this gene has been REVIEWED). In the
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http://www.ncbi.nlm.nih.gov/

organism section, we see the classification of that organism and the Aliases are written beneath

- Genomic context

Location: 94D10-94D10

Exon count: 10

2|2

See p53 in Epigenomics, MapViewer

annoieton Status Assembly Chr Location
release
Release 6.01 current Release 6 plus ISO1 MT 3R NT_033777.3 (23049657..23054082,
(GCF_000001215.4) complement)
Release 5.57 previous Rel 5 (GCF_000001215.2) 3R NT_033777.2 (18875379..18879804,
assembly complement)

Chromosome 3R - NT_033777.3
[ 5045990 p

[ 23067259 b

CGL383T
coi71el

P53 tf— s
Grddn
CoLTIL

Ublepl
celTi1d

it.

In this figure, we can look into the structure of this gene and its coordinates (genomic
coordinates), where we can see the location from where it is coming from, we can also see the

orientations- the directions in which it is going (down below).

G ic regions, ri| and di 2|7

Go fo reference sequence details

| NT_033777.3 Chromosome 3R Release B plus ISO1 MT Primary Assembly |

Goto nucleotide:  Graphics FASTA G

In this figure, we can see the
genomic region, the transcripts
and products tabs, we can look

NT_033777.3: 23M.23M (58Kbp) G- | 4 | 0 D | - - m Aos- 2 | oo @ 0 - iNtO the prOdUCtS of this gene
ZCBI :::m 23864k [23es05e0  [2363K  |e3g5ases G2l [230515e8 2505k |2esefen 2SS0k [23845500 K (th e g ene when is ex p resse d,
e the DNA is converted into the

e 44 e > RINAY). Since it’s a eukaryotic

e e A o .E=s===rtr2="  genome where there is

variants of this gene.

alternative splicing, so we can
find different alternative splice

On the upper right side of the figure, it'is written as Go to nucleotide, Graphics, FASTA and
GeneBank , so these are the different views with which we can get access to data files
associated with this gene. Whenwe click GeneBank, we are guided to another page, shown in

the next figure.

Drosophila melanogaster chromosome 3R
NCBI Reference Sequence: NT_033777.3

FASTA  Graphics
LocuUs NT 033777 4426 bp DNA linear INV 05-AUG-2014
DEFINITION Drosophila melanogaster chromosome 3R.
ACCESSION NT_033777 REGION: complement(23049657..23054082)
VERSION NT_033777.3 GI:671162122
DBLINK BioProject: PRJNAl64
BioSample: SAMN02B03731
KEYWORDS RefSeq.
SOURCE Droscphila melanogaster (fruit fly)

ORGANISM Drosophila melanogaster
Eukaryota; Metazoa; Ecdysozoa; Arthropoda; Hexapoda; Insecta;
Pterygota; Neoptera; Endopterygota; Diptera; Brachycera;
Muscomorpha; Ephydroidea; Drosophilidae; Drosophila; Sophophora.

REFERENCE 1 (bases 1 to 4426)

AUTHORS Hoskins,R.A., Carlson,J.W., Kennedy,C., Acevedo,D., Evans-Holm,6M.,
Frise,E., Wan,X.H., Park,S., Mendez-Lago,M., Rossi,F.,
villasante,A., Dimitri,P., Karpen,G.H. and Celniker,S.E.

TITLE Sequence finishing and mapping of Drosophila melanogaster
heterochromatin

JOURNAL Science 316 (5831), 1625-1628 (2007)

PUBMED 17569867

We can see the entry in GeneBank and
how does it look.

Here, again we see the name of the
gene, locus (where it’s ID is written),
length of the gene (it is 4426 BP),
DNA, it is a linear type of DNA then
we have the submission date.

Then the definition which is describing
the organism’s name, chromosome
from which it is coming, then it has
accession (the regions of the genome

from which it is coming from), then we have the version (which is NT_033777.3, so there
should have been .1 and .2 and since this is the third review, we can see .3 version here), we

also see the reference (down below) and the authors from which this gene is coming and then
their publications (it was seen to be published in Science).
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FEATURES
source

gene

mRNA

CDS

ORIGIN

61
121

241
301
361
421

541
601
661
721

Location/Qualifiers

1..4426

/organism="Drosophila melanocgaster"
/mel_type="genomic DNA"
/db_xref="taxon:7227"
/ehromosome="3R"

/genotype="y[1];

bw[1l] sp[1];
l..4426
/gene="p53"

/locus_tag="Dmel_ CG33336"

/gene_synonym="CG10873;
Dmel\CG33336;

prac”

dmp53; Dmp53;

/map="94D10-94D10"
/db_xref="FLYBASE:FBgn0039044"
/db_xref="GeneID:276B677"

join{1..118,178..501,884..964,1035..1071,1135..1161,

CG31325;
DmP53;

Gr22b[1l] Gr22d[1l] cn[l] CG33964[R4.2]
LysC[1] MstProx[1] GstD5[1] Rh6[1]"

CG33336;

DMP53; dpb53;

2959..3268,3333..3579,3642..4036,4096..4426)

/gene="p53"

/locus_tag="Dmel_ CG33336"

/gene_synonym="CG10873;
Dmel\CG33336;

prac”

/product="p53,
/note="p53-RB; Dmel\p53-RB;

dmp53;

Dmp53;

CG31325;
DmP53;

CG33336;

DMP53; dp53;

transcript variant B"

/transcript_id="NM_ 206544.2"
/db_xref="GI:281362333"
/db_xref="FLYBASE:FBtr0084360"
/db_xref="FLYBASE:FBgn0039044"
/db_xref="GeneID:276B677"

join(75..118,178..501,884..964,1035.,1071,1135..1161,

2959..3268,3333..3579,3642..4036,4096..4118)

/gene="p53"

/locus_tag="Dmel CG33336"

/gene_synonym="CG10873; CG31325; CG33336; D-p53; Dm-P53;
Dmel\CG33336; dmp53; Dmp53; DmP53; DMP53; dp53; Dp53;

prac”

/note="CG33336 gene product from transcript CG33336-RB;
CG33336-PB; p53-PB; p53-like requlator of apoptosis and

cell cycle; Dmp53; protein 53; drosophila p53"

/codon_start=1

/product="p53, isoform B"
/protein_id="NP 996267.1"
/db_xref="GI:45553461"
/db_xref="FLYBASE:FBpp0083753"
/db_xref="FLYBASE:FBgn0039044"
/db_xref="GeneID:2768677"

/translation="MSLHKSASFSLTFNQNTSIVSRSNSRTIFEAFKEFLDFWDIGNE
VSAESAVRVSSNGAFNLPQSFGNESNEYAHLATPVDPAYGGNNTNNMMOFTNNLEILA
NNNSDGNNKINACNKFVCHKGTDSEDDSTEVDIKEDIPKTVEVSGSELTTEPMAFLQG
LNSGNLMQFSQQSVLREMMLQDIQIQANTLPKLENHNIGGYCFSMVLDEPPKSLWMYS
IPLNKLYIRMNKAFNVDVQFKSKMPIQPLNLRVFLCFSNDVSAPVVRCQNHLSVEPLT
ANNAKMRESLLRSENPNSVYCGNAQGKGISERFSVVVPLNMSRSVIRSGLTRQTLAFK

D-p53;
Dp53;

D-p53;
Dp53;

When we scrolled down,
we can see in the figure on
left, that there are features

of this gene so the total

length of the gene is 4426.

Dm-P53;

We can see mRNA (down

below), and since it’s a
eukaryotic gene, so mRNA

is coming from the exons

and the regions from which

Dm-P53 3

CG33336-RB; Dmel\CG33336-RB"

it came are shown below
with the word join.

Then, within this MRNA

we find the coding
sequences (shown in the

figure on the left), where
coding sequences are the
parts of the mMRNA

which are translated into

the proteins so there are
further sub-sets within
those mRNA regions.

Down below, we see the
translated version where

NN TR ERMAT U T R AN TN T THTR TAT DY RNR TANTRAT NQE WD Y Q

cctggagcac
ttgagtgcac
gagcggagat
cacttcgatt
ggatttttgg
cggagctttcoc
tacgcctgtg
caatctggaa
caaattcgtc
tggctacggc
ctacgattct
atcgcttgat
agaaaggtac

ggaagattct
agccatgagt
attttattcg
gtttcgcgta
gatatcggca
aacttgccgcoc
gatccagcct
attttggcca
tgccacaagg
gattgttcgc
gtagtttttt
cagatatagc
agtgcggcaa

tgcggacaca
cttcacaagt
gtcttaccca
gcaatagtcg
acgaagtttc
agagttttgg
acggaggcaa
acaataattc
ggtgagcaaa
gctgcgtggc
gttagcgaat
cgactaagat
caaattgatg

aatcgcaact
ccgcgtacgtt
acaaaataat
cacaattttt
tgcagagtca
caacgaatcc
caacacgaac
cgatggcaat
ttcaaaacac
gaatggcaaa
ttttaatatt
gtatatatca
atcgaacagt

4381 aagccaaaag tgaatttatt aaagagttgt catattttgc

gctaaataaa
tagcttgact
gttgcgcctt
gaagctttca
gcagttcggg
aacgaatatg
aacatgatgc
aacaaaatta
gcgctccaat
atccaaatag
tagcctcctt
cagccaatgt
agaaaccttg

tgatagtata
caaacatact
aaacat

we can see the word
written as translation,
and here we see the
amino acid sequences
coming from this gene.

atttatttat
tttaaccagt
tttgcagaaa
aggagttcct
tctccagcaa
cccacctggc
agttcacgaa
atgcatgcaa
cgataaacat
tcggtggcca
ccccaacaag
cgtggcacaa
catgtagcaa

ctgttgttaa
ctgtacaaaa

D
In the end, till we reach the word called as origin, and here we can see the actual nucleotide
sequences which are present starting from 1 until the last nucleotide and the sequence ends
with a double slash sign (//).

Conclusions:

So, we conclude that DNA Sequences are stored in DNA sequence databases in specified
formats and Genebank format is a standard format.
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TOPIC no.10 Protein Sequence Retrieval

Protein Sequences:

Now we talk about the data retrieval and first we’ll talk about the protein sequence
retrievals and structures. Protein data is of the following types:

Actual sequences (from the proteomic data or some other experimental

techniques) or translated sequences (sometimes,

we go to nucleotides

databases, we get those nucleotides and then we translate them by using some
softwares, so these are kind of predicted protein sequences) .

Structures (we can also make structures from those proteins that maybe
predicted or the real structures coming from various X-ray Crystallography
Techniques).

Annotations (sometimes, we are interested in the functions of the proteins.so

those are stored as annotations).

UniProt (It is an international partnership between PIR, EBI and SIB):

Now as far as the resources are concerned, we have multiple resources for protein
sequences but UniProtclaims to be the biggest and integrated resource whereas
for the structures PDB seems like a good resource.

As shown in his figure, is the webpage for data retrieval from UniProt, so we

BLAST Align Retrieve/ID Mapping

!‘i Reviewed

Unreviewed
(16,495)
TrEMn

Human (1,085)
Mouse (817)
Rat (317)
Bovine (276)
Zebrafish (248)
) organisms

Go

(1,868)

# Columns

& Download

Show help for UniProtks

« 1to 25 of 18,363 p Show 25

PO4637 P53_HUMAN

PO2340 P53 _MOUSE

P10361 P53_RAT

Q42578 PERS3_ARATH

P25035 P53_ONCMY

P79820 PS53_ORYLA

Q92143 PS3_XIPMA

want to search a protein, say
p53, where we put itiinto the search box and press enter which gives us the

output.”And we see that there are 18,000 different records and it is showing us the

first 25 out of them:

!

PR RR

Cellular tumor antigen
P53

Cellular tumor antigen
P53

Cellular tumor antigen
P53

Peroxidase 53

Cellular tumor antigen
P53
Cellular tumor antigen
P53
Cellular tumor antigen

TP53, P53

TPS53, P53, Trp53
TpS3, P53

PERS3, P53,
At5g06720, MPH15.8
tp53, ps3

tp53, ps3

tps3, ps3

Homo sapiens (Human)

Mus musculus (Mouse) 387

Rattus norvegicus (Rat) 391

Arabidopsis thaliana (Mouse-ear 335
cress)

Oncorhynchus mykiss (Rainbow 396
trout) (Salmo gairdneri)

Oryzias latipes (Medaka fish) 3s2
(Japanese ricefish)

Xiphophorus maculatus 342

We can have different columns for the output on this webpage so we can have
entry, it’s ID, entry name (the Suffix Human is written so it’s coming from
Human, it can be from mouse, rat and Arabidopsis), the protein name is Cellular
tumour antigen, then gene name which is TP53 (where TP stands for Tumour
Protein), the organism is obviously the human (here) and in the end we have it’s
length i.e. 393 bp (base pairs).

The link to this webpage is http://www.uniprot.org/uniprot/.

MUHAMMAD IMRAN




So, let’s check the first one and here we reach on the record for this protein

@ Basket ~
PO4637 - Ps3_HUMAN ==

Protein C i p53
Gene TP53
Organism Homo sapiens (Human)

Status ﬂ Bl Reviewed - ®®®®® _ gyperimental evidence at protein level!

Display . X, BLAST = Align | | &) Format | @ Add to basket =@ History € Feedback B Help video
O, Foncion
NAMEB&TAXONOW Acts as a tumor suppressor in many tumor types; induces growth arrest or apoptosis depending on the physiological circumstances and cell type.
su oN Involved in cell cycle regulation as a trans-activator that acts to negatively regulate cell division by controlling a set of genes required for this
BCELLULAR LOCA
process. One of the activated genes is an inhibitor of cyclin-dependent kinases. Apoptosis induction seems to be mediated either by stimulation
PATHOl.OGV&BlOTE:H of BAX and FAS antigen expression, or by rep n of Bcl-2 expression. In cooperation with mitochondrial PPIF is involved in activating
oxidative stress-induced necrosis; the function is largely independent of transcription. Induces the transcription of long intergenic non-coding
a' St e RNA p21 (lincRNA-p21) and lincRNA-Mkin1. LincRNA-p21 participates in TPS3-dependent transcriptional repression leading to apoptosis and

masssm seem to have to effect on cell-cycle regulation. in Notch signaling cre . Prevents CDK7 kinase activity when associated to CAK
complex in response to DNA damage, thus stopping cell cycle progression. Isoform 2 enhances the transactivation activity of isoform 1 from
o leravcryne ]

Isoform 7 inhibits isoform 1-mediated apoptosis. 4 11 Publications ~

(shown in the figure on the left) which is Cellular
Tumour Antigen p53 protein, commonly known as TP53.

We can have different tabs, showing us the outputs. We can look into the
functions, its taxonomy, and lot many other characteristics so if we look into the
function so it gives us some description about what it’s doing.

Feature key Position(s) Length Description wview
120 - 120 1 Interaction with DNA
176 - 176 1 zZinc
179 - 179 1 Zinc
Metal binding® 238 - 238 1 Zinc
Metal binding* 242 - 242 1 zine
Feature key 5y 0 De view
ONA binding* 102 — 292 191 m @& Ada
s BLAST
GO - Molecular function’
»ATP binding ¢ Source: UniProtks rchaperone binding @ Source: UniProtks —
tin binding ¢ Source: UniProt<s — »copper ion binding 4 Source: UniProtks —

ged DNA binding 4 So : RefGenome

Protke
binding ¢ Source: UniProtks —
< Source: IntAct ~

»protein heterodi tivity 4 Source: UniProtke — r binding 4 Source: UniProtks —
»protein N-termi

G & Source: U -
»protein phosphatase binding 4 Source: UniProtks »receptor tyrosine kinase binding 4 Source: BHF-UCL ~

After scrolling the same webpage (shown in the figure on the left), we can see the
feature key and in some site written (there are unique sites in different proteins
which are having some specific properties in them so this is just one amino-acid
present in this protein that interacts with the DNA). Similarly, there are different
metal binding sites and we.can see that it’s mainly binding to the Zincmetal. The
number of amino-acids_is shown:here so.these are the regions where it interacts
with the metal.

Down below, we can also see the DNA binding region, for example here, the amino
acids are from 102 to 292 and that is also shown in the Graphical view as well.

GO-Molecular function.or GO-Gene Ontologies, so gene ontologies are the
different functional annotation term, there they define different functions, so
amongst them we have molecular functions, biological processes, and we have
cellular.components. So here we just see a Molecular function, so it tells us that it
performs the functions as shown in the figure , mainly it’s a ATP binding, it’s p53
binding with various other functions like DNA binding. So all those functions
related to these proteins are present in the heading of GO-Molecular Function.

Keywords - Molecular function’
Activator

Keywords - Biological process’

Apoptosis, Cell cycle, Host-virus interaction, Necrosis, Transcription, Transcription regulation
Keywords - Ligand’

DNA-binding, Metal-binding, Zinc

Enzyme and pathway databases

Reactome? REACT_118568. Pre-NOTCH Transcription and Translation.
REACT__1194. Activation of NOXA and translocation to mitochondria.
REACT_121. Activation of PUMA and translocation to mitochondria.
REACT_169121. Formation of Senescence-Associated Heterochromatin Foci (SAHF).
REACT_169185S. DNA Damage/Telomere Stress Induced Senescence.
REACT_16932S. Oncogene Induced Senescence.
REACT_169436. Oxidative Stress Induced Senescence.
REACT_20S549. Autodegradation of the E3 ubiquitin ligase COP1.
REACT_24970. Factors involved in megakaryocyte development and platelet production.

REACT_309. Stabilization of p53.

Signalink? PO4G37.
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Next, we move on to some other functions, in the Biological process category
(shown in the figure) we see that it is related to Apoptosis (which is a cell death
and it is related to cell-cycle and some other components).

In the below section, we see some enzymes and pathway databases,
andReactomeis a database in which we have a group of reactions which
are categorized so these are the list of those reactions with which it is
related.

v/aroup
rooe ! 1.€.110.1.1. the pore-forming Pnc-27 peptide of 32 aas from the P53 tuMor sUPPressor protelin (PNe-27) family.

mes & Taxonormy

Az

brata > Euteleoc
Homo 33

When we move
further (as shown in the figure on the left) till we reach its Taxonomy.

On the top, we can see something written as Protein family or group databases
whichis TCDB. Basically, there is another classification in which the proteins are
classified on the basis of being as transporter proteins so it is associated with the
transportation across the membranes and there is 5-digit number, so.there is a
specific classification code which is given to each protein, and this protein has the
specific code as shown in the figure.

So then we have the names and taxonomies, where there are protein names, and
thetaxonomyof the individual can be seen in the Taxonomic lineage row. Let’s
see how we reach to its sequence and is shown in the figure below:

Isoform 1 (identifier: P04637-1) [UniParc] | & FASTA | @ Add to Basket In this
Also known as: p53, p53alpha .
This isoform has been chosen as the 'canonical’ sequence. All positional information in this entry refers to it. fl gu re,
This is also the sequence that appears in the downloadable versions of the entry.
« Hide we can
see the
10 20 30 40 50
MEEPQSDPSV EPPLSQETFS DLWKLLPENN VLSPLPSQAM DDLMLSPDDI sequence
60 70 80 90 100 0 f the
EQWFTEDPGP DEAPRMPEAA PPVAPAPAAP TPAAPAPAPS WPLSSSVPSQ
110 120 130 140 150 prote'n
KTYQGSYGFR LGFLHSGTAK SVTCTYSPAL NKMFCQLAKT CPVQLWVDST
160 170 180 190 200 which is
PPPGTRVRAM ATYKQSQHMT EVVRRCPHHE RCSDSDGLAP PQHLIRVEGN
210 220 230 240 250 found to
LRVEYLDDRN TFRHSVVVPY EPPEVGSDCT TIHYNYMCNS SCMGGMNRRP
260 270 280 290 300 be at the
ILTIITLEDS SGNLLGRNSF EVRVCACPGR DRRTEEENLR KKGEPHHELP en d Of
310 320 330 340 350
PGSTKRALPN NTSSSPQPKK KPLDGEYFTL QIRGRERFEM FRELNEALEL the p age.
360 370 380 390
KDAQAGKEPG GSRAHSSHLK SKKGQSTSRH KKLMFKTEGP DSD H
ere,
it says

Isoform 1, so different proteins have different isoforms, different alternative
splice variants so this is Isoform 1 as exhibited by its name which is P04637-1,
and is the kind of first isoform. We can see the sequence of the protein and starts
with a methionine (always a first amino acid in those proteins) and ending at
390™ amino acid. So, it’s a 393 aa long protein and the sequence is right here.
You can click on the FASTA button on the top and then you can get this output in
FASTA format (we’ll discuss it later).

NCBI:

We can also get the same protein from NCBI (as shown in the figure on the left)
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ORIGIN
1 meepgsdpsv epplsgetfs dlwkllpenn vlsplpsqgam ddlmlspddi eqwftedpgp
61 deaprmpeaa ppvapapaap tpaapapaps wplsssvpsq ktyggsygfr lgflhsgtak
121 svtctyspal nkmfcglakt cpvglwvdst pppgtrvram aiykgsghmt evvrrcphhe
181 rcsdsdglap pghlirvegn lrveylddrn tfrhsvvvpy eppevgsdct tihynymcns
241 scmggmnrrp iltiitleds sgnllgrnsf evrvcacpgr drrteeenlr kkgephhelp
301 pgstkralpn ntssspgpkk kpldgeyftl girgrerfem frelnealel kdagagkepg
361 gsrahsshlk skkggstsrh kklmfktegp dsd
//

arrangement is slightly

In NCBI,
obviously
the
sequence is
pretty
similar and
the

different so it is
ORIGIN, where the sequence starts and sequence ends at those two slashes
(/). So, we can get the protein sequence from NCBI as well and the link to this

website is http://www.ncbi.nlm.nih.gov/.

PDB:

FASTA | Sequence & DSSP | Image
Polymer 2

Length: 93 residues

Chain Type: polypeptide(L)

Reference: UniProtKB PO4637

Currently dispiayed: SEQRES
sequence.

Display external (UniProtKs)
sequence

Mouse over an annotation to see more
details. Click annotation to enable Jmol

Annotations

Secondary Structure:DSSP 4% helical (1 helices; 4 residues)
[hide] [reference]
7 e n ™\
MEEPQSDPSVEPPLSQETFSDLWKLLPENNVLSPLPSQAMDDLMLS PDDIEQWFTEDPGP
¢ 13 20 30 ™ 23 o
"DEAPRMPEAAPPVAPAPAAPTPAAPAPAPSWPL
DSSP Legend
L, T turn

empty. no secondary structure assigned

H. alpha helix

PDB gives us the structures, so we can.go to PDB.webpage (as shown in the
figure on the left) and search for the same ID i.e. P04637 and it gives us the sections
or the regions from where it can make up some specific structures.

You can see the turns in Annotations.section, the black ones are the empty lines
where no secondary structure can be formed, blue ones show those bends and the
orange ones are designated as alpha helices regions. So in PDB, we can have
structures in this format as well as the 3D-Structures as shown in the figure
below:

The link towards PDB is:
http://www.rcsb.org/pdb/explore/remediatedSequence.do?structureld=2LY4
&bionumb er=1

Conclusions:
We conclude that:

* UniProt is the integrated resource between PIR, EBI and SIB and

* PDBis agood resource to get the protein structure.
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TOPIC # 11 Sequence Formats

Sequences are stored in different formats in databases and since software requires those
sequences in specific format so it’s good to have an idea about what major formats are, we’ll
look into few of them.

FASTA Sequence Format

FASTA is the most recognized and well distributed format to present DNA and Protein
sequences.

The sequence starts with a ‘greater than’ sign (>), whereas the actual sequence is always on
the next line. It is recommended that all lines of text should be shorter than 80 characters in
length (generally we have 60 characters).

Example:

>0i|568815581:¢7687550-7668402 Homo sapiens chromosome 17, GRCh38 Primary
Assembly
GATGGGATTGGGGTTTTCCCCTCCCATGTGCTCATCTAGAGCCACCGTCCAGGGAG
CAGGTAGCTGCTGGGCTCTCCACGACGGTGACACGC---+-=--
>0i|120407068|ref|[NP_000537.3| cellular tumor antigen p53 isoforma [Homo sapiens]
MEEPQSDPSVEPPLSQETFSDLWKLLPENNVLSPLAPPVLGFLHSGTAKSVTCTYSPAL
NKMFCQLAKT--*

This sequence is of DNA in the fasta format (shown above), which starts with the ‘greater
than’ sign (>), same as in the case of the protein sequence in the fasta format (shown below)
that also starts with the same symbol.

Then we have ‘gi” written which stands for ‘gene identification’ and the numbers shown are
the ‘ID’ in both of the sequences.

In the DNA sequence, we have ‘c’ followed by the “ID’, this ‘c’ basically means the sequence
is of the complementary strand and the regions from where it is coming are designated here;
the base positions in between.them, this gene is located. Then we have a short description of
this gene that it belongs to ‘Homo:sapiens ’, ‘chromosome 17’ and the ‘Primary Assembly’
(assembly is where we get'short sequence reads or small sequences and we put them together
into a gene, known as assembly).. Then finally, we have the actual sequence which is around 60
characters long in each line (as the sequence was quite long, we have used dashes to represent
further characters).

In the protein sequence, we have ‘ref” followed by the ‘ID’, which gives us an idea that it is a
reference sequence (reference sequences are the curated sequence, there is a sub-section in
NCBI called as ref seq, so they have reference sequences ; a kind of standard sequences to
avoid.any-kind of redundancy. So, we can say these are the primary or the main sequences and
we might have other alternative splice variants but references are the kind of true
representative of the class). Followed by ref, we have another ID, which is the ‘protein ID’.
Then we have its brief description that it’s a ‘cellular tumor antigen’ protein ‘p53 isoform’ and
is also from ‘Homo sapiens’. Finally, we have the actual sequence of this protein and in the
end we have dashes that represents it is an incomplete sequence and steric (*) is shown
(sometimes the steric (*) is found to be seen in fastafiles but sometime it don’t, so the software
must know what does this specific steric (*) stands for).

GeneBank Sequence Format:

GeneBank sequence format is found to be in the GeneBank Database which is a kind of
standard format and other formats are pretty similar to it.

A sequence file in Gene Bank format can contain several sequences. One sequence starts with
a line containing the word LOCUS and a number of annotation lines. The start of the sequence
is marked by a line containing "ORIGIN" and the end of the sequence is marked by two
slashes ("/I").
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Example:

LOCUS AAU03518 237 bpDNA PRI 04-FEB-1995
DEFINITION Aspergillusawamori internal transcribed spacer 1 (ITS1) and
18S rRNA and 5.8S rRNA genes, partial sequence.

ACCESSION U03518

BASE COUNT 41a 77c 67952t

ORIGIN

1 aacctgcggaaggatcattaccgagtgcgggtectttgggeccaaccteccatcegtgte

61 tattgtaccctgttgcttcggegggeccgecegcettgtcggecgecgggggggegectctg

121 cccecegggeccgtgeccgecggagaccccaacacgaacactgtctgaaagegtgeagte
181 tgagttgattgaatgcaatcagttaaaactttcaacaatggatctcttggttccgge

1

Here is the GeneBank format, which starts with the word ‘LOCUS’, then we have it’s ‘ID’, it
is 237 base pairs long, we have some short description that it is a ‘DNA’, ‘PRI’ — primary
sequence, submitted on ‘04-FEB-1995’.

Then we have a ‘DEFINITION’ line where we can have some description/explanation about
this gene. Then again we have an ‘ACESSION number’. It also provides us with the ‘BASE
COUNT” (i.e. how many A’s (Adenines), G’s (Guanines), C’s (Cytocines), T’s (Thymines) are
there).

Then finally the word ‘ORIGIN’ tells us that the actual sequence is right here, we have these
lines (60 bases on each line) that are separated into chunks of 10 bases and is a kind of
standard practice. The sequences ends with the those slashes (//).

EMBL Format:
This format is similar to that of GeneBank Format..An example sequence in EMBL format is:

ID AA03518 standard; DNA; FUN; 237 BP.

XX

AC U03518;

XX

DE Aspergillusawamori internal transcribed spacer 1 (ITS1) and 18S

DE rRNA and 5.8S rRNA genes, partial sequence.

XX

SQ Sequence 237 BP; 41 A; 77.C; 67 G; 52 T; 0 other;
aacctgcggaaggatcattaccgagtgegggtectttgggceccaacctcccatcegtgte 60
tattgtaccctgttgcttcggcgggeeegecgettgtcggecgecgggggggegectetg 120
cceeccgggeccgtgeecgecggagaccccaacacgaacactgtctgaaagegtgeagte 180
tgagttgattgaatgcaatcagttaaaactttcaacaatggatctcttggttccgge 237

1

Here, we have ID, accession number (AC), descriptions (DE), and the sequence actually starts
from where the word ‘SQ’ is there, and we can observe that we have pretty similar lines as
seen inthe previous example. Finally, the sequence ends with doubles slashes same as in

GeneBank format.
SwissProt Format:

SwissProt protein sequence format is similar to EMBL format but there is considerably more
information about physical and biochemical properties of a protein (as you can see below there
is more description).

ID - Identification.

AC - Accession number(s).
DT - Date.

DE - Description.

GN - Gene name(s).

OS - Organism species.

OG - Organelle.

OC - Organism classification.
RN - Reference number.

RP - Reference position.
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RC - Reference comments.
RX - Reference cross-references.
RA - Reference authors.
RL - Reference location.
CC - Comments or notes.
DR - Database cross-references.
KW - Keywords.
FT - Feature table data.
SQ - Sequence header.
/I - Termination line.
XML Format:

It is a modern practice in which we try to put those sequences in kind of a machine language.
So, XML stands for Extensible Markup Language. The format is similar to HTML (language
for Web programming).

The good part is that this language is in between machine and man readable so it’s kind of easy
to code over this.

And it is becoming standard data format for transferring genome data.

Example:

<xsd:annotation>
<xsd:documentation>
XML Schema for SBOL core data model compatible with RDF/ XML serialization.
<dc:date>2012-01-19</dc:date>
<dc:creator>EvrenSirin</dc:creator>
<dc:contributor>Michal Galdzicki</dc:contributor>
</xsd:documentation>
</xsd:annotation>

This format seems pretty weird but not for.the people with computer science
background.NBRF Format:

>DL;seql
seql, 16 bases, 2688 checksum.
agctagctagctagct™

>DL;seq2 seq2,
16 bases, 25C8 checksum.
aactaactaactaact®

The format is pretty similar to fasta but in addition to that it gives us the checksum value
(checksum- we take those nucleotides and since we know that in computers every digit is
related to some ‘ascii’ value, we can take those values and add them up together and then we
can come up with this number known as checksum. So, it’s a good thing to have this number
as when somebody is downloading the sequence, he can again check on his computer and find
the checksum, if they are equivalent to one another, the sequences are correctly downloaded
otherwise there must be some issues with the downloading)

GCG FORMAT:

GCG stands for Genetics Computer Group (basically it was a group of scientists who were
helping the biological community to develop different software and training programs to help
with the biological sequence analysis problems, so they also came up with the sequence
formats). This format is kind of similar to the NBRF format (we have checksum but we don’t
have greater than (>) sign as in fasta, we have length of the sequence). There can be multiple
sequences in one file.

Example:

seql seql Length: 16 Check: 9864 .. 1 agctagctagctagct seq2 seq2 Length: 16 Check: 9672 ..
1 aactaactaactaact
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Sequence converters:

Sometimes, we need to convert between sequences so you can come up with your own script
or you can come up with your own codes and there are also some programs meant for this
purpose alone such as READSEQ is a useful sequence converter (developed by D.G.Gilbert at
Indiana University, USA) basically it recognizes DNA or Protein sequence file and
interconvert them between different formats.

Conclusions:
What we conclude in the end of this lecture is the following:

e Databases store sequences in specified formats
e Genebank, DDBJ and EMBL has similar formats
e Different software need sequences in different formats

We might convert the sequences into other formats on our own or we can also simply use one
of the programs available for converting like READSEQ

Topic -12 Data Retrieval

Data Retrieval:

Nearly all biological databases are available for download as simple text (flat) files. Sometimes
we are interested to download the database and do the analysis locally in our own machines
which might save our time as the local version of the database allows one greater freedom in
processing the data.

ENTREZ:

It is an integrated search engine that works behind NCBI, so you can do lot of researches and
can look for variety of data using it (It can be accessed from the site
www.ncbi.nlm.nih.gov/Entrez/). It integrates PubMed and 39 other scientific literatures,
nucleotide and protein databases..For example, it can be protein domain data, population
studies, expression data, pathways, genome details and taxonomic information.

P \ (Genome'l

&/ [1) ) Here, we can see it integrates between GEO (gene
expression sets), OMIM (Online Mendelian Inheritance in
o R Man), Genome Databases, taxonomy Databases, etc. And
& _ we can see that in the middle we have Nucleotide, PubMed
and Protein. So it is an integrated system which operates
e G W between different databases, so you can simply search for
s @ whatever you are looking after and ENTREZ will search

\| } it for you.
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http://www.ncbi.nlm.nih.gov/Entrez/
http://www.ncbi.nlm.nih.gov/Entrez/

= NCBl Resources = How To (=) Sign_n to MOl

Search NCBI databases Help

Literature Genes

Books books and reports EST tag

MaSH ontology used for PubMad indaxing Senae collectad information about genae loci
NLM Catalog bBocks, [sumals and mars In the NLM Collsotions GED DataSsts functicnal genomics studiss
PubMaed ifie & i itati CEO Profiles G axp profilas
PubMed Central Tull-taxt journal articlas HomoloGens homologous gane sats for salected organisms

sequence sets from phylogenstic and population
Health FopSer e

UniGens ol axp L

Clinvar human variations of clinical significance
dbGaE @ pe mtudios Proteins
aTR geneiic testing regisiry

Conserved Domains conserved protein domains
Frotein protein sequences
Protein Clusters a irni based protain

ModGoen medical genstics Iiterature and links
oMM anling mandalian inhaitanca in man
PubMed Health clinical effectiveness, disease and drug reports

Structure o

Chemicals

Anmomibl v o

BicProject biological prajects providing data to NCBI BioSystems malscular pathways with links to genes. protsing and

uuuuuuu

BioSample of biclogical source

PubChem BisAssay bicactivity screaning studias

Here, is the page of ENTREZ that allows you to search anything by the help of a‘search bar at
the top. It has different connections like we have Literature resources; we have Health
Databases, Genomes, different Genes Databases, Proteins and Chemicals.

Bulk Data Retrieval:

Sometimes, we need to obtain data in bulk amount and for this purpose normally we use Linux
but for Windows users, there are some packages or programs available and are.known as FTP
clients so the best option is to use FTP (File transfer protocol). The File Transfer Protocol
(FTP) is a standard network protocol used to transfer files.VViacommand line or application
programs like FTP clients (we’ll be using it).

Once, we get the data which is mostly not in a proper format and every other software require
different specific formats so we might want to use some programming languages to help
convert the data into the required format. The programming languages like PERL and Python
are good for processing Biological data in Bioinformatics.

Conclusions:
We have learned that :

* Datais transferred over theiinternet.
* Data needs to be transformed or processed before handing it over to any software.

Topic # 13 Genome Informatics

Now we talk about the main subject which we are seeking in this course that is
the Genome Informatics and let’s look into it.

Genome Informatics:

It is about the Genome sequencing that provides the sequences of all the genes of an organism.
The major application of Bioinformatics is the analysis of full genomes that have been
sequenced. Whereas the challenge is to identify those particular genes that are predicted to
have a specific biological function.

Genomics definition:
NHGRI (National Human Genome Research Institute) defines Genomics as:

“Study of all of a person's genes (the Genome), including interactions of those genes with
each other and with the person’s environment.”

So, Genome Informatics can be defined as:

It is the field in which computational and statistical techniques are applied to derive biological
information from genome sequences.
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“Genome informatics includes methods to analyze DNA sequence information and to
predict protein sequence and structure.”
(lossifov, et al. 2014)

Genome Sequences:

So, after we have the genome sequences, we do the analysis of those sequences and it includes
the following:

e The discovery and utilization of sequence polymorphisms (different sequence vary
from one another, so we can identify those polymorphisms).

e Opportunity to explore genetic variability both between and within the organisms
(we can help identify different traits of those organisms by using those
polymorphisms).

Genome Analysis:
In Genome Analysis we mainly perform the following tasks;

Sequencing

» Assembly (since the sequencing is done in a way that whole genome.is broken
down into short fragments and once those fragments are sequenced, we need to put
them together, this step in genome analysis is known as Assembly).

> Repeat identification and masking out (once we assemble that genome, we try to
find out the regions in which we have large number of repeats because assemblies
jumble up where we have those repeats so we need to find those regions and it is
one of the important task to go and look into those assemblies while keeping in
mind those regions in which we have those repeats).

» Gene prediction (after we have assembled a finished genome, now we can go for
the prediction of the genes where we can find the genes by using different patterns
or features of those genes).

» Looking for EST (Expressed Sequenced Tags) and cDNA (complementary DNA)
sequences.

(EST and cDNA are basically.originated from the DNA where the genes that are
expressed are transcribed into mRNA which is then reversed transcribed back into
cDNA. So by the help of cDNA, we can look into where those expressing regions
are present in the genes that will give us the idea of the gene expression or the
regions from where the mRNAS are made).

> Genome annotation (in which we can find out similar functions performed by
different genes)

> Expression analysis (once we have the idea about the regions of the gene in which
we can have the gene expression then we can explore the quantification i.e. how
much those genes are being expressed).

» Metabolic pathways and regulation studies (once those genes are expressed, their
products interact with each-other and then they perform different metabolic roles in
the shape of different metabolic pathways and networks).

» Functional genomics (where we are actually looking into the different functions
performed by different regions of the genome that are under the control of different
genes and what exactly would be the effect of changes in those genes specifically if
we want to study about the genes related to diseases).

» Gene location/gene map identification (map the location of those genes on the
chromosomes).

» Comparative genomics (in which we can take one genome and compare it with
another genome, where we can find the comparative features; what is present in the
first genome and not in the second one and the intersections between them, etc.).
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> ldentify clusters of functionally related genes (those genes they might be having
similar structures, sequences and also performs similar functions, which can give us

the idea about the evolution).

» Evolutionary modeling (so the identification of the clusters of functionally related

gene can help us in making an evolutionary model).

» Self-comparison of proteome (sometimes we are interested in finding genes which
are kind of duplicated within the same organism, so in order to do that this self-
comparison of proteome is made, where proteome is the collection of the proteins
which are derived from those genomes. Therefore, the whole collection of one
organism’s proteins can be termed as proteome and we can compare it with itself
and can find about those sequences which are being duplicated in it).

* Model organisms:

Most of the times, while we are doing those genome sequencing projects, our objective is to
find the cure of some disease, or improving some variety of the crop for enhancing its
production, or looking into some drugs against different organisms so it’s a good idea to have
some model organisms that can be used for studying various processes in labs.and there are is

a range of model organisms which includes:

> E. coli — bacteria

» S. cerevisiae — yeast

> C.elegans —worm

» D.melanogaster — fly

» Daniorerio — zebrafish

» Musmusculus - mouse

» Homo sapiens — you and me
» Arabidopsis - plant

Bacteria

2o % 1 ‘_,/,—45 coliis here

Origin

Worms, flies, fish, mice

Crenarchaeota

Archaea

| Arabidosis, rice, soybean I

§g' =
2

£ f Eucarya Pace, Microbiol. Mol. Biol. Rev. 73:565 (2009)

Here, in this
diagram we see
auniversal tree of
life that has been
made with the
structures of small
ribosomal RNA
unit. It divides
whole living
organisms into three
groups, we have
Bacteria at the top,

we have Archaea(they are special organisms that lives under hard conditions) and then we
have Eucarya (which is obviously the biggest among all groups). We pick those model
organisms from important branches of this tree of life so for example, E-coli is shown,
yeast as an example of fungi, from animals we have worms, flies, fish, mice, and
Arabidopsis, rice, soybean are the examples from plants. So, we try to get these organisms;
best representatives from different classes from important branches on this tree of life.

Conclusions:

We conclude the following:

« Sequencing and analysis of full genomes paves the way for future discoveries

» Different model organisms are best source to explore our Genome and to interpolate

the results towards the higher organisms.
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Topic -14 Prokaryotic Genome

Now, we study the prokaryotic genome, prokaryotes are the organisms whose Genetic
material (DNA) is not enclosed in a nuclear membrane, so there is no nucleus in them. As
there is no nucleus in prokaryotes, there is no justification to have other membrane bound
organelles. These are relatively simple cells.

Prokaryotic Cell Structure

Here, in this diagram we see a prokaryotic cell which is a
bacterium (here). We have a genome (DNA) in the shape
of a big chromosome in the middle, and ribosomes (small
structures important for protein synthesis that occurs in
every other organism so ribosomes can also be seen here).
= It’s relatively simple cell, having cell wall with different
... -G\ layers.

Membrane

Flagella

Here, in this diagram we see
Ceeielelon 3 a comparison between a
eukaryotic cell and a
prokaryotic cell. We can
clearly see the membrane
bounded organelles in the
eukaryotic cell, like
mitochondria (involved with
the respiration process; food
B i | is broken down into the
reticulum S energy. There is a

: hypothesis that mitochondria
actually evolved from
bacteria and is known as
endosymbiont hypothesis). Here we can also see the difference in the size of both cells, so
eukaryotic cells.are complex and bigger than prokaryotes.

©2001 Sinauer Associates, Inc. 10 um
Mitochondria evolved from a bacterial endosymbiont

The first prokaryotic genome sequenced was that of Hemophilus influenza (we have seen in
the previous section) and this organism was sequenced in a relatively moderate cost and with
an efficient pace that paved the way for sequencing of many other organisms. So study of
those prokaryotic organisms is important.

Selection Criteria:

There are different criteria for the selections of the organisms which are then send to the
genome sequencing projects. Following are the criteria for selection:

» They had been subjected to a detailed biological analysis/ extensive studies and
thus were model organisms.

» They might be important human pathogens (so it’s important for us to study its
genome).

» They were of phylogenetic interest.

» Sequences were annotated as they were sequenced.
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Table 10.2. Features of representative prokaryotic genomes Here. in this table
) )

Genome size (Mbp) .

_ - (no. protein- ‘ we see dnfferent
Organism (reference) Phylogeneticgroup  encoding genes) Novel functions p ro kal’yotl C
Escherichia coli (Blattner et al. 1997) Bacteria 4.6 (4288) model organism : .
Methanococcus jannaschii Archaea 1.66 (1682)* grows at high temperature and Organ ISms,

(Bult et al. 1996) pressure and produces methane 1
Hemophilus influenzae Bacteria 1.83 (1743) human pathogen rep resenta_tlve
(Fleischmann et al. 1995) p ro karyotl (o
Mycoplasma pneumoniae Bacteria 0.82 (676) human pathogen that grows inside .
(Himmelreich et al. 1996) cells; metabolically weak organisms and
Bacillus subtilis (Kunst et al. 1997) Bacteria 4.2 (4098) model organism H
Aquifex aeolicus (Deckert et al. 1998) Bacteria 1.55 (1512)° ancient species, grows at high thel r genomes'
temperature and can grow in
a hydrogen, oxygen, carbon E-coli that was

dioxide atmosphere in the
presence of only mineral salts Seq uenced by

Synechocystis sp. (Kaneko et al. 1996a,b) Bacteria 3.57 (3168) ancient organism that produces
oxygen by light-harvesting; Blattner et al, the

may have owygenated atmosphere - phyjogenetic group
Mount = s bacteria, genome
size is 4.6 Mbp (4288 protein encoding genes), and the Novel functions or description of E-
coli is that it is a model organism.

In phylogenetic section, we just have one Archaea whereas rest of them are bacteria.

Methanococcus is an archaea with genome size of 1.66 Mbp (1682 protein encoding genes)
and it grows at high temperature and pressure and produces methang (maybe a goodsource to
have natural gas from it). Hemophilusis a bacterium with genome size of 1.83 Mbp (1743
protein encoding genes) and is a human pathogen. Mycoplasma is another bacterium with
genome size of 0.82 Mbp (676 protein encoding genes) and‘is:also a human pathogen that
grown inside cells; metabolically weak. In the end, we have Synechocystiswhich is again a
bacterium with 3.57 Mbp (3168 protein encoding genes) genome size and is an ancient
organism that produces oxygen by light-harvesting; may.have oxygenated atmosphere.

Conclusions:
We conclude that:

> Prokaryotes are simple Genomes.

» They are easy models to study Biochemistry, physiology and Molecular biology of
life processes.

» Sequencing is done on economically important organisms (i.e. first it’s
implemented on simpler genome which is then used to explore complex genomes).

Topic -15 Eukaryotic Genome

Introduction:

We have seen that prokaryotes are simple genomes in comparison to eukaryotes which are
relatively.complicated. So distinct properties of eukaryotes are mentioned below:

» Eukaryotes have larger genomes

» Have tandem repeats

» Have introns in their protein-coding genes (introns are between the exons which are
the protein coding regions within the genes).

» Heterochromatin and euchromatin region (eukaryotes have complicated genome, so
the chromosome is grouped as heterochromatin; densely packed region and
euchromatin; lightly packed region).
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N N e Nucleus Nucleolus

Mitochondrion

Cytoskeleton

Golgi
apparatus

Rough
endoplasmic
reticulum

Here, in this diagram we can see a typical eukaryotic cell which is pretty stuffed.as
compare to prokaryotic one. We have nucleus in the middle, channels.coming out of
the nucleus known as endoplasmic reticulum (helps in transportation), ribosomes (for
protein synthesis), mitochondria (energy synthesis), we can also see the cytoskeleton
that makes the structure of this cell intact and Golgi apparatus (are concerned with the
secretion). So complicated membrane bounded organelles are present in the eukaryotes

Extended form Condensed section Mitotic ch
of chromosome of chromosome

DNA Nucleosome 30 nm filament

chnr

1
S

T
=%

Stz g
=

~
< S8
sErrry

11 nm 300 nm 700 nm 1,400 nm

mrecice  CM: Centromere TM: Telomere
Here, in this diagram we see the connection between the DNA and the chromosomes.

Figure 10-16

On the left-hand side, we see a DNA strand that is a 2nm wide strand. So, the DNA wraps over
the protein complex molecules (histones - labelled as 1, 2, 3...), and this structure is known as
nucleosome. Then these histones, turn around and makes a wider structure and it makes a 3nm
filament (in third section). Then these nucleosome structures supercoil on their selves to make
those further bigger fibres and until they reach the chromosome the width is 1,400 nm. So, if
we look into the chromosome, we can recognize that there are different arms in it, which are
known as sister chromatids (remember this is just one chromosome but we have two
chromatids), somewhere in the middle we see a constricted part known as centromere, whereas
the terminals are known as telomeres, (remember these nomenclature while we are discussing
the heterochromatin and euchromatin parts).

Staining with dyes:

So chromosomes if stained with the dyes, they give different coloring patterns, we can come
up with the following:

» Dense heterochromatin (dense regions obviously take more color)

« Light Euchromatin (light regions take less color)
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If we look into the gene expression, the heterochromatic regions are packed so the enzymatic
machinery cannot reach there; hence these regions are poorly transcribed (expressed).
Whereas, the euchromatic regions are highly expressed because they are loosely packed and
the enzymatic machinery can easily reach to them.

DNA Nucleosome

Heterochromatin

_ L Coactivator complexes
Histone methylation Loss of H1
Histone deacetylation Hist e difications

COropressor complexes e.g. acetylation, phosphoryiation, methyiation

Euchromatin

¥ Histone nrocllﬂcns

Here, is the diagram in which we can see the relationship between heterochromatin and
euchromatin. You can look into these nucleosomes (combination of DNA and histones), which
are quite jammed packed with one another, so definetly.the enzymes cannot access the DNA
which is embedded inbetween. There are different modifications on the DNA or histones that
bring about those structures (we can see on the top), so for example there are histone
methylations (in which methyl groups are added to those histones) in that case the system moves
towards downside (as shown in the diagram) so it becomes euchromatin and similarly, we see
that there are some other methylations on some other aminoacids that can move back into the
opposite direction also. So, histone methylation, histone deacetylation and there are some other
complex proteins which gets attached and give us this heterochromatin region and in the
reverse process, we get the euchromatin-region. In the Euchromatin region, the histones are
quite spaced and DNA can be acessible. So, this is the reason why the euchromatin region is
expressed more as compared to.the heterochromatin region.

Conclusions:
We conclude that:

» Eukaryotes are distinguished by the presence of prominent nuclei

» Eukaryotes have larger genomes, tandem repeats and introns in their protein-coding
genes (i.e..they are complicated).

Topic # 16 Epichromosomal Elements (EEs)

Introduction:
Genome is the total collection of genetic material and is made up of

» Chromosomes
» Epichromosomal Elements

Prokaryotic EEs:

1. Plasmids
Self-replicating
Additional rings
Bacteriophages
Host colonization

a bk~ own
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6. Transposons
7. Parasitic DNA elements

Eukaryotic EEs:

Eukaryotes have extra organelles that contain the genome (DNA) which we call it as
Organellar DNA.
Examples are:

Mitochondrial DNA (both in animals and plants), Chloroplasts DNA (in plants), these are
membrane-bound organelles and they may be present in hundreds to thousands of copies (so
there is also multiple copies of these genomes). Mitochondrion is the site for respiration
whereas chloroplast is the site for photosynthesis. Their DNA’s can be labeled as mtDNA or
CpDNA respectively.

Plasmids, yeast, Transposons, Viral genomes and retroviruses are other examples of organellar
DNA.

Endosymbiont hypothesis:

How do these organelles evolved?

So there is a hypothesis known as Endosymbiont hypothesis. According to this hypothesis,
these organelles originated as separate prokaryotic organisms that were taken inside a
primordial eukaryotic cell. Such symbiotic relationships in which two speciesare dependent
upon one another to varying extents served as crucial elements.of the evolutionary progression
of eukaryotic cells.

This hypothesis was originally proposed in 1883 by Andreas Schimper, but extended by Lynn
Margulis in the 1980s.

So according to this theory, Mitochondria and Chloroplastare derived from endosymbiotic
bacteria (that got incorporated into the cells).

Organelle Genome:

Organelle genome (of mtDNA/cell'or cpDNA/cell) features are as following:

» Circular

» Double stranded

» Supercoiled

» No histones

» Multiple copies

Genome Sire & Orgamnization
Plant plastid 150 kb circle

Plant mitochondria 150 — 2000 kb multipartite
Human mitochondria 17 kb circle
Saccharomyces mitochondria 75 kb circle

Here, in this table we can see the size of these genomes. For example, plant genome is 150kb
circular genome, plant mitochondria is 150-2000kb multipartite, human mitochondria is
17kb circular and saccharomyces mitochondria is 75kb circular.

*Mostly the genomes are circular.

As far as the expression of these organelle genomes is concerned, it has been observed that
their functions are actually dependent on nuclear genomes (they cannot make functions for
themselves).
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They encode only a subset of genes required to elaborate a functional organelle like rRNAs,
tRNAs, ribosomal proteins, membrane-associated respiratory or photosynthetic components.

Other components which are encoded by nuclear genome are translated in the cytosol of the
cell and are imported into the organelle. It has been observed that 10% of nuclear genes are
devoted to mitochondrial function whereas 15% to plastid function.

Conclusions:
We conclude the following:

e Organelle genome is similar to prokaryotes.
e Itisin high copy number.
e The mtDNA and cpDNA depends on Nuclear DNA (genome) for their function.

Topic # 17 Genome Repeats

We have seen that the major proportion of genomes in the eukaryotes is made up
of repeats (they are also present in prokaryotes). So let’s look into what these
repeats actually are.

Sequence Repeats:

These repeats skew the base composition (normally the A’s, T’s,'G’s and C’s relative
proportion is similar to one another but if repeats are present.and these repeats are of same
types, for example if we have runs of GC’s, then obviously they’ll change the proportion of
different bases) which can contribute to having differences. in there buoyant densities (so those
fragments can then be separated on the basis of those differential densities).

The repeat containing DNA can be separated as satellite DNA on the bases of these densities.

Here, is an example in which we can see the repeats,
they can be Tandem repeats (array of repeats
together), interspersed repeats (those repeats which
are separated by normal genome followed by repeats
i.e. normal genome is between those repeats).

The link to this figure is:

Interspersed

http://Imcbl.ims.abdn.ac.uk/djs/web/lectures/repeatsl.html#anchor10305
Satellite DNA:
Satellite DNA has following features:

» It may be one to several thousand bp long and it can also be present as Tandem; array of
100 million bases long.

» They are present near centromere and telomere and

» They can be classified as Mini-satellite and Micro-satellite.

Mini-satellite:
Mini-satellite features are as follows:

e They are 15 bases long in array of several hundred to thousands kb.
o They are typically present in euchromatin region.
e Example is VNTR and is used to identify human individuals in forensics.
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Here, in this figure we can have
different repeat patterns. In the
individual #1, we have those
GC repeats (runs of GC’s
together), and obviously the
organisms are diploid i.e. they
are having two chromosomes,
from their parents. So, the same
Allele A2 has two of those
repeats, if we look into another
locus (gene position), we can
see there is Allele B2 that has
AGCT repeat (2 copies in both allele) and in the second individual we have 3 copies in 1% allele
and 2 copies in second allele. So, when we digest them with restriction enzyme (restriction
enzyme cut them on the repeat regions), we can have differential banding patterns.when we run
them on gel. In this way, we can recognize those individuals. In the figure (below), we can see
the bands, on the left-hand side are the bands of the individual#1 and on the right-hand side are
the bands of the individual#2. In this way, we are getting those repeat regions and by running
them on the gel, we can detect which DNA belongs to which organism.

Microsatellite:
Micro-satellite features are as follows:

1. They are 2-6 bases long and can be in arrays of 10-100 bases:

2. They are inherited to offspring.

3. Mainly they are useful markers for genetic analysis and evolutionary studies (just like in
previous example)

4. They are found in telomeres TTAGGG (one example of six nucleotides segment).

5. SSRs and STRs (Simple Segment Repeats and Short Tandem Repeats are typical examples).

Transposable Elements (TES):
These are also important kind of repeats and their features are as follows:

1. They are making up the'larger proportion of the eukaryotic genome.

2. They thought to play aniimportant role in the evolution of these genomes.

3. They move (Jump) from one location to another even faster than chromosome replicate
(and‘are known as jumping genes).

4. They have a potential to increase in number,

5. “So they make up a large proportion of eukaryotic genome.

6. They are detectable but sometimes they blend into the genome due to mutations and
cannot be detected.

p— I Here, in this diagram, we can see the

L I ot secuences proportion of these transposable elements
soo0|- (red), whereas the green ones are the other

| — sequences. We have different organisms like

Homo sapiens, Z. mays, Drosophila
L melanogaster, Arabidopsis, C. elegans and S.
cerevisiae (yeast).

Genome size (Mbp)
<]
g
T

z
2
T

1% e vew We can see that in human genome, these

3.1%

i nSn meter e Weikine  okins cenZicne Transposable elements make up 35% (huge

Species

Figure 10,1, Pecentages of : oot et o ot wampoatie cemens. 1 | NUMBDEN), N Z. mays they are even more than
mes mclud.e those ofhumans. maize, the fruit fiy Drosophila, the model plant Ambn‘ sis, the - - -
e € o i o el op S M SR | that i.e. 50%, in Drosophila melanogaster,
they are comparatively less i.e. 15% genome
(y- axis represents the genome size), and in rest of the organisms, they have less proportions of

those repeats.
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So, mainly in humans and Z. mays, they are present as a major proportion.
Conclusions:
We conclude that:

» Large proportion of eukaryotic genome is composed of repeats
> Different repeats act as markers to detect genetic variation (of organisms) and are
also used to study evolution of those organisms

Topic . 18 Transposable Elements (TEs)

Introduction

Transposable Elements are the elements which can transpose i.e. they can move from one
place to another in the genome and then they can cause the repetitive elements(repetitive DNA
within that genome).

Insertion Sequences (IS elements)
These are the simplest transposable elements and their features are as follows:

» They code only for the ability to transpose and are found in prokaryotes.

They are usually very small (< 1 Kb to 2 Kb)

They are flanked by inverted repeat sequences (IRs).

They encode at least one gene that provides.their own transposition functions.
They do not code for noticeable (phenotypic) traits.

YV VYV VYV

They can cause mutations by transposition into genes.

Here, we see a structure of
Transposase Gene Insertion Sequences (IS
% elements). We have Invert
IR Left IR Right Repeats (IR) which are anti-
Inverted Repeats parallel or facing each other

(repetitive elements; these are
the distinctions in them). We
have a transposase gene that
gives the transposition
properties to transposable
elements. Another.distinction in them is that when they get into the host genomes, they cause
target site duplication- normally they create the sticky ends in the genomes of the host and
later on when the'complementary nucleotides are formed, they become those duplications (in
pink).

Transposons:

Transposons are more complex transposable elements as compared to the simple IS (Insertion
Sequence) elements and they code for additional characters in addition to the gene responsible
for their transposition.
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Here, in this diagram, we can see that

f::.,m there are two major classes termed as
m l - .IE] Class I and Class 11.

el IR Within Class I, we have LTR (Long
Nonr-LTH retromaneposan Terminal Repeats) retrotransposon
LINE (they have the ability of reverse

) T [T ore2 | anaaaasl| | transcription, so they have RNA’s
o which gets converted into cDNA’s; this
is how they replicate). They have LTR
I W AAMAAMA .
Lol x L at both ends (they are not invert but they
s are kind of_forvyard repeats and are in
DNA Wransposon the same direction).

l‘ ' l ) In the same Class I, we have another
category known as Non-LTR (Long
Terminal Repeats) retrotransposon, which doesn’t have those LTR and are of two types
namely LINE (Long Interspersed Nuclear Elements) and are larger in size and SINE (Small
Interspersed Nuclear Elements) and are smaller in size. In Class 11, we have DNA transposon.

Eukaryotic TEs:

As we have seen earlier, eukaryotic Transposable Elements has two classes in.them; Class |
and Class Il.

In Class 1, they have reverse transcriptase in them so they use RNA=mediated mechanisms of
transcription. This Class | can be categorized intoLTR (Long Terminal Repeats)
retrotransposons, simple Retrotransposonsand Retrovirus like Elements.

As we have seen earlier, that Non-LTR (Long.Terminal Repeats) retrotransposon comprises
of SINES and LINES.SINES are Short Interspersed Nuclear Elements and are 80-300 bp long
and the example is Alurepeats (found in humans): Whereas LINES (Long Interspersed
Nuclear Elements) are 6-8 kb long and are relatively longer than SINES.

The example of Class Il TEs is Ac-Ds (which were studied in maize - the work of Barbara
Mcclintock led to the discovery of these transposons where he gave different characteristics to
the kernels of the maize). Another.example of Class Il TEs is P elements in Drosophila.

Additional elements are known as MITES (Miniature Inverted Repeats TESs) that has the
features of both.Class I.and 1l andare 400 bp long.
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A. Human

Here, in this figure, we see
0 10 20 e 40 50 kb the comparison of human,

B iced P yeast, maize and E-coli.

L ae Bl aeed b I b BU In blue color, we see those

e T — | repetitive regions
0 10 20 30 40 50 kb

Figure 10.3. Comparison of genome composition in four genomes. (A) Human B T-cell receptor (transposonS), red are the
locus on chromosome 7. V28 and V29.1 encode parts of the B T-cell receptor proteins that are joined

during development of the immune system (Rowen et al. 1996). TRY4, the gene for trypsinogen, and _exons’ whereas orange are
TRYS, a pseudogene related to the trypsinogen family, are not related to the receptor sequence. Why introns and brown colored
they are located here is not known. (B) Segment of yeast chromosome 111 (Oliver et al. 1992). (C, D)

50-kb fragments of the maize and E. coli chromosomes, respectively (SanMiguel et al. 1996; Blattner are the pseUdO'geneS.

et al. 1997). The maize repeats are LTR retrovirus-like elements (Fig. 10.2) that have inserted within
the last 3 million years (SanMiguel et al. 1998). (Redrawn, with permission, from Brown 1999 [BIOS

Scientific].) We are comparing the

50kb region of the genome
where in human, we can
see the blue color prevails
I.e. many transposable
elements can be seen. In
yeast the transposons are

S A L | ] T less in number. Whereas in
= : maize, they are found to be
Bicwe [l iwon [l Homen pesudogene [l G e i (A in huge proportion and in

Figure 10.3. Comparison of genome composition in four genomes. (A) Human B T-cell receptor E-coli we can see the IS
locus on chromosome 7. V28 and V29.1 encode parts of the B T-cell receptor proteins that are joined .

during development of the immune system (Rowen et al. 1996). TRY4, the gene for trypsinogen, and (I nsertion SequenceS)
TRYS5, a pseudogene related to the trypsinogen family, are not related to the receptor sequence. Why i

they are located here is not known. (B) Segment of yeast chromosome 111 (Oliver et al. 1992). (C, D) elements Wthh are

50-kb fragments of the maize and E. coli chromosomes, respectively (SanMiguel et al. 1996; Bauner. — €Xtremely low in number.
ct al. 1997). The maize repeats are LTR retrovirus-like elements (Fig. 10.2) that have inserted within

the last 3 million years (SanMiguel et al. 1998). (Redrawn, with permission, from Brown 1999 [BIOS

Scientific].)

Conclusions:
We conclude the following about Transposable elements:

» They make up asignificant part of organisms’ genome especially in that of the
eukaryotic genome.

» They move within and across genomes and

» Causes genome expansion.

Topic # 19 Eukaryotic Gene Structure

Eukaryotic genes:

Eukaryotic genes are relatively complicated and are not simple as prokaryotic genes. They
possess exons and introns.

Exons:

Exons are protein coding regions and are interrupted with introns (i.e. in between exons are
introns). During the gene expression, both exons and introns are first transcribed into mMRNA
and then the introns are removed out, so the remaining structure is known as ORF (Open
Reading Frames) which only consists of the exons.

Introns:

They contribute a very small proportion in yeast i.e. only 239 introns in its genome whereas in
human the introns makes up 95% of its genome.

The introns stay on the same location and they might also have embedded genes in them.

MUHAMMAD IMRAN m




They can be distinguished by the presence of GT at the 5’ ends and AG towards the 3’ end

(GT------m--- AG) and this trend is highly preserved all over the genome.
Here, in this
diagram is the
§-UTR  Initi S 3-UTR (A 1
i W - pos S P structure of a typical
Start of \ Aminoacids  Amino acids Aminoacids | | /Transcnpnonm eukaryotic gene.
transcript \1-30 31-104 105-146 | [ / terminator
Chromosomal T AW — 555 W v 0 |
e PE ’ iz ] We see the
Promoter ™ Exon1 Intron1  Exon2 Intron 2 Bxon3  pionuclease

g chromosome and

- gene is the region
which has specific
patterns so we can
observe the
promoter.region (in
the beginning of a

Primary RNA transcript 5 ==

Mature RNA transcript & i AAAAAAAAAA
" polylA) il

Human B-globin gene

gene), the blue ones are the exons and those orange ones are introns.

There is start of transcription (marked by black line) which ends at the.exon3 (as shown here
and marked by black line), this whole region is then transcribed into mRNA. We can see a 5°-
UTR (Un-translated region) region, so this region is transcribed into mMRNA but is not
translated i.e. no protein is formed from this region, similarly we also have.a 3’-UTR region.

When we see the ORF i.e. the region from start codon (initiator).to stop codon, and in between
them we can see there are number of amino-acids, so this is the region from where translation
takes place and we get a protein.

After transcription, the transcript is known as Primary. RNA transcript and we can see that it
also contains those introns. Which are later on removed through a process called as splicing
and then we get a Mature RNA transcript, so that transcript is then translated into the proteins.
This mature RNA transcript is also recognized by the presence of a poly-A tail (long runs of
A’s)

Intron origin

So, about the origin of introns, thereare two theories which are as follows:

» Intron-early- According to this, they used to assemble the genes from already existing
exons (so they-brought the exons together and then these structures became the genes).

» Intron-late- According to this, the exons were already present with one another, then
introns.got into them (i.e. they Broke up previously continuous genes by inserting into
them).

Number of Genes:

Now we talk about the degree of compactness, so the compact genomes whose size is small
and the relative proportion of gene is higher which contributes to the variation in gene density.
In short, we can say that compact genomes have higher genome density.
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Here, in this table, we have

Organism Genome size | Predicted genes .
: different genomes (mostly
(haploid MB) eukaryotes)
A. thaliana (plant) 130 ~25,000 y '
C. elagans (worm) 100 18,424 We can see that the size of
- genome in Arabidopsis is
Drosphila melangaster 180 13,601 130MB and number of genes
Escherichia coli 47 4,288 is approximately around
Homo sapiens (human) 3000 45,000 — 120,000 25,000.
S. cerevisiae (yeast) 13.5 6,241 E-coli (prokaryote; .bacteria)
can be seen here, with genome

Mount: Table™0.3, 11.3 2 edn ;0 of 4.7MB and there are
over 4,288 genes.

In humans, the genome size is 3000 MB (it’s not megabytes, it’s mega base pairs), and 45,000
to 120,000 genes (slightly around 30,000 have been identified).

So, if we look into those smaller organisms, like those having smaller genomes (E-coli), and if
we take the number of genes and divide that to the genome size, we’ll see that they have more
densities as compared to the larger genomes.

Pseudogenes:

These are non-functional genes (sometimes there are mutations in the genes.and if those
mutations are present in some important regions then the«genes’ functions.gets knocked out —
known as psudogenes).

There is one category of them and is known as processed pseudogenes that lack introns and
promoters.

Here, is the diagram

ceenon ceganization  Promotes Foon t o | faon 2 waon 2 Eson 3

Iomgwes v v v v v i in which we see the
& bt of mIWNA
s e TN aalira G A [ ] TAAL AAYAAA ] normal gene and a
rpeome AR KA S— RS ()| YAAT T AATAAA ) psuedogene.
B el e T eue | (o M eoamaie Tl SEESEE In psudogene, we

b

see that the bases
are deleted from the
promoter region (promoter must have specific pattern of bases in them), so in this case, this
deletion is lethal..Similarly, in start codon (initiation code) we can see GTG instead of ATG,
and we can also see the mutations in the splice sites (its GC rather than GT and GA rather than
GT respectively). And in exon2, there are 20 bases which are also been deleted. Hence, this is
how a normal gene has now become a pseudogene.

Gene families:

Sometimes, the set of genes have similar sequences as well as similar functions. And if we try
to find out similar genes within an organism or between different organisms, performing
similar functions can be categorized as gene families. Gene families arise from gene
duplication and subsequent divergence events.
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B-globins a-globins Here, is the diagram showing the
B S Ay Gy € oy ay & Myoglobin

——— example of gene duplication, we have
human globin gene.

So, first duplications give rise to two
types of globins (one is myoglobin and
other globins).

Within the second type (globins), we
have alpha globin and and beta globin.

FIGURE 27.29. Gene duplications during the evolution of the human globin gene families. The H H

initial split gave rise to tw't)) lineages, one%eading to the modern gene forgmyoglgbin and the other So thls process IS Cal Ied as gene
to the globin genes. Subsequently, the proto-o-globin and proto-B-globin lineages split following - -

a duplication. Other duplications took place within the o and B lineages. (Modified from Strachan dUpl ICatlon .

T. and Read A.P. Human Molecular Genetics 2, Fig. 14.16, © 1999 Garland Science.)

Evolution © 2008 Cold Spring Harbor Laboratory Press

Conclusions:
In the end, we conclude the following:

» Eukaryotic genes have exons and introns.

» Introns make up a significant portion of higher organisms” genome (Human
genome).

» Pseudo genes are non-functional genes.

» The genes which are similar in function, they make up the gene families

Topic # 20 Comparative Genomics

Introduction:

Comparative genomics is where we compare the genomes of different organisms like we do
comparison of gene number, gene content-and gene location in both prokaryotic and eukaryotic
groups of organisms.

The availability.of genome makes it possible to have a comparison of all the proteins;
proteome (so‘we can-have the genome and translate them into the proteins or we can get the
actual proteins and can do those protein comparisons — known as comparative proteomics).

Orthologs:

Orthologs are the genes that are present in two different organisms and are so similar that they
must have the same function and the evolutionary history (Fitch, 1970).

Paralogs:

Paralogs are the gene families that originate from gene duplication events (they maybe within
the same organism) over the evolutionary time.
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(Unlike pseudogenes, 2" copy of gene remains functional)

homologs

(t-chain gene

\ gene duplication /
\/

carly globin gene

[3-chain gene

Here, in this diagram we can see
that the similar genes are called

-~ Shlls == as homologs, which is further
paralogs thologs divided into orthologsand
\)L - A ~ L paralogscategories.
~ 5 ™~ -~ “~
frog0  chick® mousco. mousef  ochickP frogP The Orthologs, for example if

we start from the bottom, we
can see some globin gene (early)
and then there is a gene
duplication (as seen earlier), so
it becomes a beta chain gene

and an alpha chain gene.

http://www.ncbi.nlm.nih.gov/Education/BLASTinfo/Orthology.html
Then those alpha chain genes
can be seen in three different organisms (frog, chick and mouse) and are similar so.that’s why
they are known as orthologs. Similarly, those beta chain genes can also beseen inthree
different organisms.

Now, if we look into those genes that are similar but gets diverted (and are in the same
organism) as in mouse, chick and frog (we have alpha globins and beta globins) so these
organisms maybe classified as paralogs.

Drosophila and yeast:

When Drosophila is compared with yeast, we see that.Drosophilahas core proteome only
twice the size of that of the yeast and Drosophila proteome is comparatively more similar to
mammalian proteomes than worm or yeast.

Drosophila and C. elegans:

Now if we compare the fly Drosophila with the.wormC. elegans, we can see that despite the
large differences between them, the core proteome is of the similar size in both.

And nearly 30% of the fly genes have putative orthologs in the worm.
Drosophila and Human:

When we compare fly Drosophila with Human, interestingly some human disease genes are
absent in Drosophila but.we can see a number of previously unknown counterparts to human
cancer and neurelogical disorders genes are present in Drosophila, so it can be used as a good
model in cancer studies.

Conclusions:
We conclude the following:

> Comparative genomics reveals the relationship among different organisms.
> Fruit fly has more similarities with mammals, so we can utilize it especially as a
model for cancer studies

Topic #21 Comparative Proteomics Introduction

Introduction:

Since, genes encode proteins and these proteins perform actual life functions, we can have the
genomes and get the translated protein from it and by comparing those translated proteins with
one another, we can say it’s a Comparative Proteomics study.

The collection of the protein sequences that are encoded by the genome makes up the
proteome of that individual.
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A. Types of proteome analysis Here, is the figure of

3 how comparative
b proteomics can be
| Toenes” | done.
- l Tmnslatbn
Ses ) So from the genome
1 , l , l ‘ l ‘ sequence, we can get
oosd "eompanson. companiaon Search | the predicted genes

within
proteome’- 2

of
search? clusterss

| proteomes’- 4 |

‘ out of it, then we do

Figure G- Analysis of the protcome encoded by genomes. (A) Types of protecome analyses. (B) . .
Examples of database hits resulting from domain structure of proteins. (C) Cluster analysis of simi- transla‘tlons WhICh

lar sequences. (D) Domain identification.
gives us the proteome
of that individual. We
can use those proteins and get some Database searches (we can find the homologous proteins,
whereby we can predict their functions and roles).

We can also do the comparison of proteome by themselves so that will help us finding the
paralogs (studied earlier) within that individual.

We can also do the comparison of proteins between different organisms.and we can also find
the clusters of co-related proteins in terms of their sequences and functions.

All against all, self-comparison:
Firstly we talk about the all against all; self-comparison, where we can do.the following:

» Comparison of all proteins with each other within the individuals’ proteome.
 ldentify unique proteins from the ones having paralogs.
* ldentify Gene families

» If we have a good match between query sequence and some other sequence, we can
suspect those two are
the paralogs (because

— - - -
they are present
B. Examples of database hits resulting from domain structure of proteins® within the same
A organism).
Amino acid alignment Sequence number Typical range of P/E value
(0] ——_ 1 (query) -
— . 2 <1020 o
S —— 3 1081020 Here, in this figure
- — 4 1081020 we have the example
— 5 =00 of database searches.
. Figure W Analysis of the proteome encoded by genomes. (A) Types of proteome analyses. (B)
Ex les of database hits resulting fi d i f ins. (C) Cl alysis of simi-
larasl'::u:’scs. ?:) a;zmla(?n f;cn!:]l;‘lgcal;loomn omain structure o protc ns., uster analysis of simi We have Some
N " proteins which are

aligned together.

Here, we can see some proteins which are similar to one another and as they are
sharing the similar domains (domains are specific protein structure which is made up of
specific amino-acids into particular structure).We do the sequence similarity searches
by the software named as BLAST (will be discussed later).

We have some parameters (P/E), normally low P/E ratio is taken as a good score, for
example if we have a good match we can have the range of P/E value less than 102
and it keeps on decreasing if we go down to other similar sequences (as shown).

Cluster Analysis:

In cluster analysis, we make the groups of proteins which are quite similar to one another. And
reasons of doing it are as follows:

» To sort out the relationships of all the related proteins.
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» Clustering classify the proteins based on some objective criteria e.g
— E value cut off

— Distance in alignment (so the proteins which are more similar will be grouped
together and distant proteins will be grouped from them so in this way we can
have sub-groups or clusters in our data).

There are different clustering methods and are explained briefly in the below section.
Clustering by subgraph:
The way of clustering or grouping by the method of sub-graph is as follows:

» Each sequence is a vertex (vertex or vertices are the point or dots by which the edges
(links) in a graph are connected. There can also be a vertex that’s without any edge
connecting to it, known as isolated vertex).

> Significant alighment score is an edge (on the vertices, we put our sequences and on the
edges we put our alignment scores).

» Trimming by removing weak edges (if we have High P/E ratio, we will remove them).

(i) Graphic representation
7

e Here, in this diagram we are

. representing the clustering, we have
—_— 10%-1020 . R
————— 104- 10 those vertices.(shown as balls) which are
the proteomes here, we have the edges
(lines) which are the connection between
5 : L those vertices and are the alignment

b iy smlealpd s obprosso e b LU sy :

e eepanie () Dl Sidaton ' scores (the thickness of edges relates
with the small P/E value).

And if they are weakly co-related like the values are greater than 10° | so then they are
not connected.

The dashed lines.(or dotted lines) are where we have loose connections.
Clustering by Linkage :

There is another technique, where the clustering is done by linkage (almost similar to the
previous ones except . some-changes). The method of doing it is as follows:

> Each sequence is a vertex.

> Significant alighment score is an edge.

» Trimming by removing weak edges (High P/E).

» . Orremove >e® (we remove the ones which are not linked).
» Remaining sub-graph should share 2/3™ of edges.

Single Linkage:
Linkage is done by the following method:

» A group of sequences in all-against-all comparison is subjected to MSA (group those
proteins which are co-related with multiple sequence alignment by first aligning them
and then calculating their distances).

» Create distance matrix (by using those distance calculation just made).

» Neigbour joining is then used to do clustering (by distance matrices, we create those
trees and the method used is Neighbor joining- will be discussed later).
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() Single linkage cluster analysis

. Here, in this figure we have the
; single linkage cluster analysis

0| results, so we have those

’ | proteomes which are present in

. the end of those trees which we
D e S e e o B call them as leaves. The

lar sequences. (D) Domain identification.

closely related ones are
connected with one another.

We can see two types of arrangements, one is circular arrangement (on left) and we have
typical binary tree arrangement (on right).

In binary tree, we can see that we have come up with two big clusters, and within those
clusters we find those further groups or sub-clusters.

Core Proteome:

Core Proteome is when we do all-against-all comparison; which tells-us about the proteins
which are duplicated and it also gives us the information about those proteins which are
uniquely present in those organisms- the core proteome.

Table 10.4. Numbers of gene families and duplicated genes in model organisms (Rubin et al. 2000)

Organism Total number of genes Number of gene families* Number of duplicated genes® H e re1 n th 1 S tab I e, We
Hemophilus influenzae (bacteria) 1709 1425°¢ 284
Saccharomyces cerevisiae (yeast) 6241 4383 1858 com pare th € core
Caenorhabditis elegans (worm) 18,424 9453 8971 H
Drosophila melanogaster (fly) 13, 600 8065 5536 p rOteo me wi th the

“ The number of clustered groups in the all-against-all analysis using the algorithm described in the text. This number represents the
core proteome of the organism. total n U m ber Of genes-

 Count of number of duplicated genes within the protein family clusters.
© 178 families have paralogs.

Here, for example in
bacteria we have 17 hundred genes, 14 hundred are the gene families (represents the core
proteome) and we have number of duplicated genes. In worm, we can see that we have 18
thousand genes where almost half of them are in the shape of gene families and rests of them
are duplicated genes (so almost half of them.are duplicated amongst them). In Drosophila, we
have 13 thousand genes, 8 thousand gene families and 5536 are the duplicated genes.

Conclusions:
We conclude the following:

>« Genome is translated into proteome.
» Self-comparison of proteome yields gene families and duplications

Topic # 22 Between-Proteome comparisons

Introduction:

In between-proteome comparisons, we compare the proteomes from different organisms with
one another, so in this way we can find the genes which are similar between those organisms,
and we call them as orthologous genes.

Here we take the proteome as a query and we do a database similarity search against another
proteome or there can be a whole database where we have the set of proteomes.

If the proteome is not available, we can search the EST (Expressed Sequence Tag) Database as
well.

Significance:
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As mentioned earlier, this helps in finding the orthologs, gene families and the domains
(between different organisms). There can be other significance of between-proteome
comparisons search and are as follows:

e Proteins that have a highly significant alignment score can be suspected as the orthologs.
e Mostly the proteins that are related to core biological functions (basic functions of life) are
likely to be orthologs.

Finding true orthologs:

How can we find true orthologs?
There is a technique which we call it as:

Method 1:

Where we have the “Reciprocal Hits”, in this method, you take one organism at a time as a
query and search against the other as a database and then you flip around and takefirst as
database and second one as a query. So, if you are getting similar end results, it means that the
same genes are co-related with one another (or highly similar to one another), and we can keep
them as the best hits.

We can also apply some criteria on hit, for example here we can do a E-value cut off.when we
do BLAST (BLAST gives us the parameter called as E-value and-a lower value is considered
good and we’ll talk about BLAST algorithm in coming up lectures but here the point is to let
you know that we do some E-value cut off) and we can retain.those gene pairs in those
Reciprocal hits.

So, for example here we say that E < 0.01, we can retain them.

Similarly, while we are doing BLAST, since it is a local search tool, we can compare different
regions amongst different genes or proteins, we look for the matches between different regions
and sometimes both proteins are not greatly covered in.the alignment, so we want to have at
least some coverage criteria, so here we have like for example 60% coverage.

So we keep those matched pairs normally with a very conservative or low P value like 10"2° to
107100

Clusters of Orthologous Group (COG):

In this way, while we are finding the true orthologs, we can group those organisms which are
similar to one another-and this method is known as Clusters of Orthologous Group (COG).

Orthologs are assumed to be derived from common ancestor, so they might also have paralogs
(within the organisms, the orthologs might also go through the duplications).

Orthologs are clustered to form COG (can be studied as COGS).

Here, in this table we
have the example of

Table 10.5. Numbers of closely related yeast and worm sequences

Cut-off P value <1071 <10°% <107 <1071
the closely related
Total number of sequence groups 1171 984 552 236 . s
Number of groups with more than 560 442 230 79 organisms. sequences
two members H
Number and percent of all yeast 2697 (40) 1848 (30) 888 (14) 330 (5) I.€. Orthologs
proteins (6217) represented in (betwee n yeast an d
groups worms).
Number and percent of all worm 3653 (19) 2497 (13) 1094 (6) 370 (2) )
proteins represented in groups We have different P

Adapted, with permission, from Chervitz et al. 1998 (copyright AAAS).

cut-offs (like <1079,

<100 <100 <10
100)_

We have the ‘total number of sequence groups’ and at different cut offs if we go on a stringent
criteria, we have less common orthologous groups and if keep the criteria less strict we can
have more of these orthologous groups.
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Then we have the ‘number of groups with more than two members’ (as shown).

Lastly, we have the ‘percentage of yeast’ and ‘percentage of worm’ (i.e. how many amongst
the total, they are present) and are presented in these two groups (the yeast and the worm), say
we have 40 percent and 19 percent on <1020 cut-off P-value, and we have 5 percent and 2
percent on <1019 cut-off P-value (if our criteria is strict).

So, in this way we can group the similar proteins at different cut offs of P-values, and we can
have the various results.

Proteomes to EST databases:

Sometimes, we take those proteomes and we match them or align them with Expressed
Sequence Tags (EST) (which is cDNA copies of cell’s mRNA sequences). We do this
procedure for those organisms’ genomes whose sequences are not available.

ESTs are single DNA reads and are mostly 3’ biased (since we get them from mRNA and
MRNA extraction protocols relies on getting those mRNA by using their 3-prime poly A-tail
which is present on their 3-prime end, so that is why they are kind of more tiled.or oriented
towards 3-prime ends as they are mainly extracted from this site).

EST may be incomplete because it is wholly dependent upon the gene expression, so if we do
not have genomes rather than we only have the ESTs, we might be biased towards only those
genes which are expressed.

The softwareor the package in BLAST which is being frequently used for this purpose is
TBLASTN.

Family and Domain Analysis:

Proteins are organized into domains that represent modules of structure or function (as
domains are specific arrangements of amino-acids). And domain comparison sometimes is co-
related with their biological functions.

Here, in this figure for an
example, we take the

D. Domain identification®

\ \ / / domains from different
ST T _protems an_d we put them
(INTERPRO) into Domain Databases,
v and then in the end we
| List of shared domains, number can come up with the
and types of domains in P
PRI Sl shared domains; the
Figure 10.4. Analysis of the proteome encoded by genomes. (A) Types of protecome analyses. (B) domains WhiCh a-re
Examples of database hits resulting from domain structure of proteins. (C) Cluster analysis of simi- . -
lar sequences. (D) Domain identification. present |n these dlfferent

groups and lastly we can co-relate this information to have an idea about their functions.
Conclusions:

» Proteome comparison helps finding orthologs, gene families and protein domains

» Domain comparison reveals their biological roles.

Topic #23 Horizontal Gene Transfer

Introduction:

Horizontal Gene Transfer is where the genes are transferred at the same levels or horizontally
(so two organisms they transfer their genes and it’s not like transferring the genes from top to
bottom like vertical transfers for example, from parent to the offspring) and is relatively slow
process in evolution.
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Here, in this chart we have
the length of the coding

Eschenichia cod K12 (PRI

Mycobsctenum tuberculos:s
Baciius sudtids Pt
oo sequences and t.he
i ok proportions which are
& mantima - .
s otd coming from the foreign
Kroramerpore elements (in black). (Grey
Aqutax d0okcus .
s st Biack = Foreign are the native ones).
Borroba burgdorfan o . L. R R ;
|, ensa romzes Grey = Native So this is an indication of
IYCOpiasma preumonse —— .
“’“"’“‘”“’""“’” A T A the horizontal gene
Length of Coding Sequences (MB) transfer. We can see here

that mostly in E-coli K12,
there is the biggest portion
of foreign gene and in
Synechocystis, we can observe the huge part of foreign genes as well.

(Genome size)

' Here, is another case in.which there

5,000,000 L0 3y 500,000 0157-H7 has about 1,400 i Y
g A wiay 'i.”/f"%, genes not present in K12 is the comparative map of two
aso0000 S8, A S K12 has about 500 t -coli -
TN K12 has aboutso0 genes et genomes from E-coli 0157-h7 and
::g { 5,498,450 bp §I K12'
| | W 3'
B S B We can see that here are about 1400
ssoni00 % bt ‘o genes:presentin H7 which are not
e e oot , present i K12.
Green: Genes conserved in both bacteria
Red: Genes present in 0157:H7 but not in K12 Similarly there are 500 genes found

in K12 which are not seen to be in
H7.

In this circular arrangement, we see the red which-indicates the genes present in H7 but not in
K12. Whereas green are the ones which are conserved in both the organisms.

Other Examples of Genes of Foreign Origin in Complex Eukaryotes Here, is the table of another example in
which we observe the horizontal gene
transfer in eukaryotes.

Eukaryote Foreign Genes Source
Various Plants Hormone synthases Bacterial We have different plantS, which has
Aphids Carotenoids Fungal hormone synthases gene (a foreign gene)
_ and is suspected to be coming from the
Sturgeons Various (15 genes) Trematodes .
bacteria.
Sea Slug psoB, encodes a nuclear factor Alga

The Aphids (insects) which has
carotenoids as a foreign gene and it might be coming from fungal.

Sturgeons:have some 15 genes which are foreign and are thought to be coming from
Trematodes.
Sea Slug that has a psoBgene which encodes a nuclear factor and the source is some Alga.

Conclusion:

Horizontal Transfer of genes between different organisms is a relatively slow process that
leads to acquisition of new traits.

Topic #24 Gene Order (Synteny)

Gene Mapping

» Gene mapping is determining the location of and relative distances
between genes on a chromosome
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Genetic vs physical Mapping

» Genetic map distances are based on the genetic linkage information
measured in Centi-Morgans (CM)

Genetic vs physical Mapping

» Physical maps use actual physical distances usually measured in number of
base pairs

Synteny
* Arrangement of genes on the chromosomes

« Comparing gene orders provides a good measure of similarities and
differences among different organisms

Conserved Synteny

» Species diverged from common ancestor have similar chromosomes and
gene order

* Gene duplication and rearrangements changes synteny

» Asaresults species diverge

Gene Order (Synteny) Gene Order (Synteny)
4 A A
1 g ipecies 4 B ipecies
Ancestral ol Ancestral o
Species | p c Species B P
" —+ C — A
) Species ¢ Species
E S —+=:B” B
—A T-C

Gene Order (Synteny)

Clusters of metabolically related genes
Escherichia coli

D WS o [We D
1264 1263 1262 1261

Haemophilus influenzae
trp C /

1387 1388 1389 1389.1 1431 1432
Helicobacter pylori
8D wec
1282 1281 1280 1279 1278 1277

Bacillus subtilis

EED e wor [EEE) D/ €S

2264 2263 2262 2261 2260 2259 75

Figure 10.9 (Mount)
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Gene Order (Synteny)

Human Chromosomes
7

10 113 2
19 20

Figure 10.7 (Mount
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Figure 10.7 (Mount)

Gene Order (Synteny)

Analysis of Chromosomal Rearrangements

Sequence Alignment
FL N W I W R N

NP VNN E
Genome Alignment ;:;_“:
Gene Order (Synteny)

Alignment Reduction
1 23 4 5 6 789 10
E
=
7 6 5 10 9 8 1 2 3 4 3
o8 P
=
i
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Gene Order (Synteny)

Alignment Reduction

. 2 3 = 5

3 5 2 4 1
¥ Invert 5 and 2

1 2 3 4 5

Mount

igure 10.8

Gene Order (Synteny)

Alignment Reduction

1 2 3 - 5

Mount

combine 3 2 S 4 L o
2 and 3 & =
[+
\N\ | 158
2 4 1
Conclusions

Species diverged from a.common, expected to have similar synteny

Functionally related genes stay close as clusters

Topic # 25 Genome Annotations

Genome annotation:

After the genomes are assembled together, the genome annotation is a very important task
whereby we could gain information of the genome. It has several procedures involved and
which are as follows:

» We try to locate some important genes which are protein coding genes and also their
products.

We also try locating the RNA-encoding genes.

We recognize the non-coding regions in a genome.

We can also predict the function of the genes.

The Biochemistry and structure of gene products can also be obtained.

We can explore the Literature links.

YV V V YV V
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A\ 4

We can also explore the links to genetic maps where they are located on the
chromosomes.

We can look into the location of the repeats.

We can also look into the location of STS (sequence tag sites).

We can also look into the location of sequence polymorphisms.

YV V V V

And we can find the significant alighment to some protein sequences of known function in
databases (by comparison).

Annotations steps:
Annotations are divided into two types and are as follows:

« Structural annotation
* Functional annotation

Structural Annotation:
Structural Annotation is where we try to identify certain gene features like;

e Promoters

e Terminators

e Shine-Dalgarno sites; the ribosomal binding sites during the protein synthesis)

o DNA motifs (patterns of nucleotides within the genes)

e Co-transcription units

e QOperons in microbes (in micro-organisms, lots of genes are transcribed together known as
operons)

Annotations Tools:

There are two tools which are important worth mentioning here, one is MAGPIE and the other
is GENEQUIZ and these are designed to assist with gene the genome annotations.

MAGPIE (Multipurpose Automated Genome Project Investigation Environment) - It’s an
automated genome analysis tool that.is used for structural annotation.

GENEQUIZ- Focuses on deriving a predicted protein function based upon the available
evidence; including evaluation of similarity to the closest homologue in the database (i.e. it is
good tool for functional annotation).

Here, in this figure, we have an

S ‘ > Magpie | > Feature
Sk dae?r?on database

sequence outline and is a kind of a work
& T l flow of how exactly MAGPIE
gg?ste Interprgftation WOI'kS.
reconstruction

We take some source sequence,
and we give it to some software
program known as Magpie
Daemon; it takes the sequences
(which are added to the database,

Figure 10.10 (Mount) so it automatically gets them) and

sends that data to the local tools,

remote tools (over the internet) and then it explores some specific features or annotation
patterns and it puts them into the Feature Database.

Browsable
reports

Then later on those results are interpreted (Interpretation and Reconstruction) and then we get
the reports.

In this way, we have a kind of automated annotation gathering tool

Functional Annotations:
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The attributing biological information to the genes is called as functional Annotations and we
can have it via;

> Biological function

» Biochemical function

» Gene expression (transcription of the gene is considered as gene expression)
> Regulation and interactions among different genes

8 Group Classifications:

There are different classification schemes, which are meant for functional classification, to
classify the genes and their products into one of these groups;

» Enzymes
Transporters
Regulators
Membranes
Structural elements
Protein factors

YV V VYV VYV

Leader peptides (control transcription and translation)
> Carriers (transporters)

In this way, scientists have seen that 90% of the E-coli genes fit into these categories
(so their annotations can be explained).

Enzyme Commission (EC) numbers:
It is another scheme which was put forward by the Enzyme Commission (EC) that was

working under the IUBMB (International Union for Biochemistry and Molecular Biology).

They say that the enzymes are classified on the basis of the reactions they catalyze and have a
4-digit scheme which is actually the enzyme commission number: EC a.b.c.d

‘a’ (first digit) informs that it is from one ofthe 6 classes of biochemical reactions (enzyme
might be coming from one of these classes).

‘b’ (second digit) informs that.isfrom the.group of substrate (the thing on which the enzyme
attacks).

‘¢’ (third digit) informs us that it.is anaccepter molecule.

‘d’ (fourth digit).gives thedetails of biochemical reaction

For example,
tripeptideaminopeptidases
EC3.4.114
Where 3 — tells us that it is a Hydrolase (use water to break substrate).
This 3.4- tell us thatit is aHydrolase that acts on the peptide bonds.

The 3.4.11- tells us that it is a Hydrolase that cleaves the amino terminal amino acids of
polypeptide.

While putting everything together, EC 3.4.11.4- it tells us that it is a Hydrolase that cleaves the
amino terminal amino acids of a tri-peptide.

With Enzyme Commission Scheme, they classified that 70% of E-coli genes shared a and
b (first two classes), which means that they catalyzes the same biochemical reaction.

Three Groups Scheme:

This is another classification scheme known as a ‘Three Groups Scheme’, where we divide all
those functions which are related to the following:

e Energy
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e Information
e Communication

It was found that plants devotes half of their genome to the energy metabolism (they make
food), whereas animals devotes half of their genome to communication (they talk a lot :D )

Conclusions:
We conclude the following:

e Finding genes and their coding regions is an important task in Genome annotations.
e Functional annotations correlate the genes to different classes of functions

Topic # 26 Genome Sequencing

Introduction

Genome sequencing involves recognition of nucleotides in a Genome and determining their
precise order of arrangement. And we have seen that the advances in sequencing technologies
have revolutionized the pace of scientific discovery.

DNA sequencing began in 1970s with the development of Maxam-Gilbert’s method and later
got the pace with Sanger’s method so most of the modern day sequencing employs the variants
of Sanger’s methods.

First published Nucleotides

ok, Mo 5, Part T pp. 35813584, December 1973 Here, we see the
first published

nucleotide, which

was published by

Gilbert and Maxam.

The Nucleotide Sequence of the lac Operator
( lation/p i acid i tion/DNA-RNA sequencing/oligonucleotide priming)

WALTER GILBERT AND ALLAN MAXAM

D of Biochemistry and Molecular Bislogy, Harvard University, Cambridge, Massachusetts 02138

Communicated by J. D. Watson, August 9, 1978 They presented_the
first 24 base pairs of
ABSTRACT  The lac cts the lac op bind again to the repressor, and is all H
against digestion with deoxyribonucleass. The 1 g ) the DNA (workin
Sragmeat fs doublo-stranded and sbout 37 base-pairs Hee weshall desorsire i sequiinod ( g
I,op' We determined the sequence of RNA transcription METHODS on the Iac
of this frag t and present a sequence for 24 '

base pairs. It is Sonicated DN A Fragments. Sonicati Operator).
F-TCGAATTGTGAGCGGATAACAATTY were made by growing a temperatul
¥-—-ACCTTAACACTCGCCTATTGTTAAS Ac185TplacBS7 at 34° in a glucose-50
The sequence has 2-fold sy i 3 the two 1 (pH 7.4) medium in 3 mM phosphat:
are separated by one turn nfthe DNA double helix. min at & cell density of 4 % 10%/ml, t!

nending the colle ot o dengitu of B o |

First genome sequenced:

So first genome was RNA of a virus (phage) MS2 and was sequenced by Walter Fiers and
colleagues at University of Ghent, Belgium (1972-76).We can say that RNA was first
sequenced among nucleic acids (first complete genome sequence made was that of RNA).

Among the free living organisms, Haemophilusinfluenzaewas the first ever published genome
by Fleischmann et al. in 1995. (Since we are in a discussion that viruses are living or non-
living creatures, so if we talk about the living ones, it is the bacterium which was the first
living organism whose published genome was made).

MS2:

MS2 is a virus that infects E-Coli and Enterobacteriaceae. It is a single stranded sense RNA
(in the host it gets duplicated and where anti-sense is formed and from that the RNA copies are
again formed) and it encodes MS2 coat protein.

MS2 sequencing:

The entire nucleotide sequence was established by nuclease digestion and characterization of a
fragment (it had the enzymatic digestion of the nucleotides and that’s how it was sequenced).
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MS2 genome

MS?2 has 49 different codons in the genetic code that specify the sequence of the 129 amino-
acids long coat polypeptide (virus has a coat which is made up of proteins on its outer side and
it has a RNA; it’s genome).

Here, we see the virus genome,
which has the genes like mat (helps
mat rep in assembly; putting those proteins
bacteriophage MS2 RNA together), cp (codes for coat
protein), rep (codes for replicase
protein) and lys(codes for lysis
protein; that breaks the host cells). When we observe cp, rep, andlys, we can see the lysgene is
embedded between these two
genes, so we can have the
genes within the genes (here).

Significant Milestones in the history of DNA Sequencing

DNA Sequencing
History

Miescher/Discovered DNA
Avery/Proposed DNA as “Genetic Material”

Watson & Crick/Discovered Double Helix Structure Here, |S the hIStOI'y Of dlfferent

= Specific RNA digestion and chromatography methods were

used to sequence RNA,; it required large quantities of sample. - -
Holley/Sequenced Yest {RNAMA milestones, which were:done
- Primed synthesis concept and 2-D electrophoresis were used; H H

samples were labeled and less material was required. Wh I Ie We are mOVI ng tOW&FdS

Wu/Sequenced A cohesive end DNA this DNA Sequencing.
So we start way back in 1870 with the discovery of DNA, then.in 1953, we see the major
breakthrough is Watson and Crick Model

_— T
Significant Milestones in the history of DNA Sequencing

« Chain termination and chemical degradation concepts were developed.

- . 3 , H ,
- Polyacrylamide gel electrophoresis was used to separate DNA tracts Here, in 1977. we can see
Sanger/Dideoxy termination; Gilbert/Chemical degradati R
- Cloning system was applied. that Sanger s method
Messing/M13 cloning
« Sequencing reactions were optimized. *« Assorted sequencing strategies arose. And wo rth
were applied and computer assisted-data handling was started. mentioning here iS Of
Hood/Partial automation .
« Automated fluorescent sequencing instrumgnts and robotic operations HOOd’S name Wthh gave
were applied to the process. - PCR sequencing concept was introduced.
Venter/First bacterial genomes sequenced us the automated sequencer
- -— - that also changed the pace

of technologies in this
sequencing business.

Automated sequencing:

Leroy E. Hood's laboratory at the California Institute of Technology invented the first semi-
automated DNA sequencerin 1986, which is the key technology used in Human Genome
Project.

Leroy E. Hood

Institute of system biology
Seatle Washington
Conclusions:

We conclude the following:

e Genome sequencing involves recognition and determining the precise order of
nucleotides in a Genome.
e Advances in sequencing technologies have revolutionized the pace of scientific discover
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Topic # 27 Advanced Computing Approaches

Structure of RNA
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Topic # 28 DNA Transcription
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Stop codon
(UAG, UAA, or UGA)
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Second base

First base (5'terminus)
Third base (3'terminus)

Qg el >0 C QP RE QPR E

Block Game
m blocks
(I = B ) e T
o 3+4,
2 B A,
n blocks = R3,4 = L

= Bn,m

=

s

Table “"R™

0 W

1 W W
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10 Ro1 Rio0R11

(1,0), (1,0), 1,1)

Topic #31 Dynamic Programming (2,0) —>(1,0) = W
Block Game (0,2)—=>(0,1) =W
o 2y
(-LD, (LD, ¢ +(1,1), (2,0), (1,0)

1 (2,0)=1L
1 (1,2) =L
' Ra3 (2,2) > §
(2,1),(1,2), (1,2)=W |

O L WL WL WL WL WL

BLOCKS (n, m)
1 W WWWWWWW W W W 1 fop= 1
2. forie—1ton
3. ifRi-10=W
2 L WL WL WL WL WL :
4. Rio «—L
3 W W W W W W W W W W W il
6. Rge—W
7. forj 1tom
4 L WL WL WL WL WL T
5 W wwwwwwwwwwsy o et
6 L WL WL WL WL WL L Rye=W
12.  fori «—1ton
7 W W W W W W W W W W W B forje— 1tom
14. if Ri-llj-l =Wand Ri,j'l =Wand Ri'1,j =W
8 L WL WL WL WL WL 15 Rje—L
16.  else
9 W W W W W W W W W W W 1. Ry e—W
18, retumR,
10 L WL WL WL WL WL

FASTBLOCK(n, m)

1. if n and'm are both even
2. feturn L

3. else

4. return W

Topic # 32 Algorithm for Dynamic Programming

Block Game Algorithm
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BLOCKS (n, m)

1. Roos L =2
2. fori<«— 1lton

3 if R 0= W

4. Roe— L :

5. else =2
6. Rio«— W

& forj 1tom

8. if Roj.y = W

9. Rojie— L

10. else

11. Roj«— W

BLOCKS (n, m)

12. fori «— 1ton

13. forj «— 1tom

14. if Ri_y,j., = Wand R;;_; = W and

Riij=W
15 Rij « L
16. else
17 Rij «— W

18. return R,

FASTBLOCK(n, m)

if n.and mare both even
return L

else

return W

2w N e

Rnm

R22 =L

Rea=1L

Ras =W

R2-1,0 = Rl,O =W

Rl,l —_ W
R2’1 —_ W
R1,2 = W

Topic # 33 Restriction Mapping

EcoRI (Escherichia coli)
GAATTC
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ATGTTTGCATTACGATAGAATTCCGTCAAAGTGCTAG
TACAAACGTAATGCTATCTTAAGGCAGTTTCACGATC
GCCGTTATACGCTGGATTTAAATTGCTGTGAAATGGT
CGGCAATATGCGACCTAAATTTAACGACACTTTACCA
TACTGCCAAGACCGAATTCCTGCGAGTGCTGAAACG

ATGACGGTTCTGGCTTAAGGACGCTCACGACTTTGC

GCGATATTACGAATGTGCTTACAGCACCGAATTCATC
CGCTATAAAGCTTACACGAATGTCGTGGCTTAAGTAG

ATGTTTGCATTACGATAGAATTCCGTCAAAGTGCTAG
TACAAACGTAATGCTATCTTAAGGCAGTTTCACGATC
GCCGTTATACGCTGGATTTAAATTGCTGTGAAATGGT
CGGCAATATGCGACCTAAATTTAACGACACTTTACCA
TACTGCCAAGACCGAATTCCTGCGAGTGCTGAAACG

ATGACGGTTCTGGCTTAAGGACGCTCACGACTTTGC

GCGATATTACGAATGTGCTTACAGCACCGAATTCATC
CGCTATAAAGCTTACACGAATGTCGTGGCTTAAGTAG

CUT BY RESTRICTION ENDONUCLEASE
|

1
XXX -G A AT T C- XXX

Y----Y----Y--——C-—_——TT——T-—-_A-_-—_—%—-G----Y—---Y—---Y
i E
T TR T A I S S
VooV P € T AT G- V. V-V

“STICKY ENDS”

o) 2 el 7 10
S~ — S S “d
—_—— 2 = - -
—_——2 - — —1
s———__.3___——|‘_____3_____.
—_——_——— = — — — — —a
o S —— —e—— D ————— . — ]
—_— —— — ——— — —— —_—f —— — = — — —_ ——
—_——— e — —_—— e . ] e e e e e
o i e e s s - e i B . s - et | —_——— — -1
- —-— —_——_—,e—_—————— - — — —_— —_—— ) — —— ——— — ——————————

Partial Digestion
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{2,2,2,3,3,4,5}

IFX={x1=0,X%z ..., Xn}

AX={xj—xi:1< i<] <n}

X={0, 2, 4,7, 10}, then AX={2, 2, 3, 3,4,5, 6, 7, 8, 10},

Representation of AX

2 2 5 8
4 3 6
7 3
10

The element at (i, j) in the table is the value xj — xi for 1 <i<j<n.

Topic # 34 Restriction Mapping

{2,2,2,3,3,4,5}

IFX={1=0,x%2...,Xn}

AX={xj—xi: 1< i<]j <n}

X={0, 2, 4,7, 10}, then AX={2, 2, 3, 3,4,5,6, 7, 8, 10},

Representation of AX
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4 3 6
7 3
10

The element at (i, j) in the table is the value x; — xi for 1 <i<j<n.

Topic # 35 Partial Digest Problem

Partial Digest Problem:
Given all pairwise distances between points on a‘line, reconstruct.the positions of those
points. Input: The multiset of pairwise distances L, containing (») integers.
2
Output: A set X, of n integers, such that AX =L
AA is equal to A(A ©

{v}), where A@ {v}is

defined to be

{atv:aeA},

Also AA = A(—A),where=A = {—-a:aec A}
A =1{0,2,4,7, 1045 A(A @ {100}) =
{100,. 102, 104,

107, 110}, and —A

= {-10,-7,-4,-2,

0}

{0,1,3,8,9,11,12,13,15} and {0, 1, 3, 4, 5, 7, 12, 13, 15}

0 1 3 4 5 7 12 13 15

1 2 3 4 6 11 12 14
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0 1 3
1 2
3
8
9
11
12
13
15
3 1 2 4 9 10 12
4 1 3 8 9 11
5 2 7 8 10
7 5 6 8
12 1 3
13 2
15

{14, 24, 34, 43, 52, 62, 72, 83, 92, 102, 11>, 123, 13, 14, 15}
UdV={u+v:ueU,veV}
UBV={u-v:ue UjveV}

N -ll
6 12 4

6 0 8 12
7 13
7 1 9 13
9 15
9 3 11 15
BRUTEFORCEPDP(L, n)
1. M maximum element in L
for every set of n — 2 integers 0 <x2<: - - <Xp-1 <M

X {0, X2, . . ., Xo-1, M}

ifX=L

2

3

4.  Form AX from X
5

6. return X

7

output “No Solution”

(62 BN o ]

11
10

= O 0 ©
w
_ w b~ ©
[ ) S R S @ 3
N W B~ OO
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ANOTHERBRUTEFORCEPDP(L, n)

1. M maximum element in L

2. for every set of n—2 integers 0 <Xo< - + - < Xp-1< M from L
3. X {0,x2,..., %1, M}

4. Form AX from X

5 ifX=L

6. return X

7. output “No Solution”

Topic # 36 Practical Restriction Mapping Algorithm

Brute Force Algorithm
Largest distance in “L”
Outermost points of “X”
Remaining distance “3”
L=4{2,23,3,4,56,7,8,10}

Sizeof Lis (2)=n (=1 = 10 where is “n " is number of paints in the solutions.

Here “n” is 5 and positions of ‘X~ as X1 = 0, X2, X3, X4 and Xs.

X1=0 x2 x3 X4
S~ o - —

0

Practical Restriction Vapping Algorithm

n! —_ n!
) =0C) == = Gi—=za
7 (n—1)(n—2)!
(m—2)!21
— n(n—1)
=——
n (n—1) = 10

n2-n =2 x 10
n2-n = 20
Nn2-5n + 4n -20 =0
n(n-5) +4 (n-5)=0
(n-5) (n+4) =0
n=5; n=-4

G GH

X1=0 Xz X3 X4 XS=10
e - o - - ‘P

L={2,2,3,3,4,5,6, 7,8, 10}

X ={0, 10} L=4{2,2,3,3,4,5,6, 7, 8}
X1=0 X2=2 X3 X4—_-8 X5=10
R - - o —

Xgs-X,=8and x, -x;,, =2

X = {0, 2, 10} L={2,3,3,4,5,6, 7}
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X ={0, 2, 10} L={2,3,3,4,
56,7}xa=7 or Xx3=3

If x3 = 3 then x3- X2 = 1 must be in L, but not, S0 X4 must be 7, Xs- X4 =3, X4 - X2 =
5,and X4 -x1 =7 from L

X={0,2,7,10} L={2,34,6}

X1=0 X2=2 sz d4oré6 X4=7 X5=10
2 - - - e

Two choices, x; =4 or x; = 6, If x; = 6, then
X4~ X3 = 1 must be in L but not. Then x; =4

X =10, 2,4,7, 10}

X1=0 X2=2 X3=4 X4=7 XS=10
o - - - —

Topic # 37 Partial Digest Algorithm

Brute Force Algorithm

List of pairwise distances, L, and uses the function DELETE(y, L)
Value y from L, notation (y,X) to denote the multiset of distances
For example,

A2,{1,3,4,5})={1,1,2,3}

PARTIALDIGEST (L)

1. width Maximum element in L

2. DELETE (width, L)

3. X {0, width}

4. PLACE (LX)

PLACE (L,X)

ifL is empty

output.X

return

y Maximum element in L

if A(y,X)< L

6 Add y to X and remove lengths A (y,X) from L

PLACE (L,X)

Remove y from X and add lengths (y,X) to L

if (width —y,X) <L
. Add width — y to X and remove lengths (width — y,X) from L
. PLACE (L,X)
. Remove width — y from X and add lengths (width — y,X) to L
. return

L 0 N O UG g NS

[ S O
w N B O

Topic # 38 Partial Digest Algorithm

PARTIALDIGEST (L)
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PARTIALDIGEST (L)

1. width «<—Max elementinlL 10
DELETE (width, L) 10, L

2
3. X<——{0, width}
4. PLACE (L,X)

X = {0, 10}

PLACE (L,X)

1. if Lisempty

2. output X

% return

4. Yy «— Maximum elementin [

5. ifA(yX)E L

6 AddytoXandremove
lengths A (y,X) from L

7. PLACE (LX)

8. Remove y from X and add

lengths (y,X) to L

9. if(width-yX) EL
10. Add width-yto X and
remove lengths (width - y,X) from L
11. PLACE (L,X)
12. Remove width -y from X and
add lengths (width - y,X) to L
13. return

0, 10

[={2,2,3,3,4,5,6,7,8, 10}
1={2,2,3,3,4,5,6,7, 8}
X=1{0, 10}

8

A (yX)=8(0, 10) = (8, 10)

1={2,2,3,3,4,5,6,7, 8}

X={0, 10}

width - y.X = 10-8 (0,10)
=2(0,10)
=(2,8)

1={2,3,3,4,5,6, 7}
X=1{0,2, 10}
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PLACE (LX)
. if Lis empty
output X L={2,3,345,6,7}
return X={0,2,10}

1
2
; 7
4.y «— Maximum elementin L

AyX)=7(0,2,10)=1(7,5,3
5 ifA(yX)E L =71 =53
6 Add ytoX and remove L={2,3,3,4,5,6,)

lengths A (y,X) from L X={0,2,7,10}
PLACE (LX)
8. Remove y from X and add

lengths (y,X) to L

~

PLACE (LX)

1. if Lisempty

2. outputX L={2,3,3,4,5,6}

3 return X={0,2,7,10}

4.y e— Maximum elementin L 6

5. ifA(yX) E L A(yX)=6(0,2,7,10)=(6,4,1,4)

6 AddytoXandremove

lengths A (y,X) from L
PLACE (LX)

8. Remove y from X and add

lengths (y,X) to L

~
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PLACE (L,X)

1. if Lis empty

2 output X L

3 return X

4., vy e«— Maximum elementin L 6

5. ifA(X)S L A

6 Addyto Xand remove

lengths A (y,X) from L
PLACE (L,X)

Remove y from X and add

lengths (y,X) to L

00N

Topic # 39 Regulatory Motifs in DNA Sequences

Sequence Motifs
Biological function
Nucleases and transcription factors

Processes at RNA level

Specific sequence located upstream of genes TCGGGGATTTCC

NF-kB binding sites (nuclear factor kappa-light-chain-enhancer of activated B
cells)

Regulatory motifs, transcription factors
Set of upstream regions in genes in the.genome, each region containing one NF-kB

sites Suppose we do not know either location or sequence of NF-kB sites

“The Gold Bug” by Edgar Allan provided some clue of finding DNA motifs, one
of the character find parchment written below

53++1305))6*;4826)4+.)4+);806*;48!8°60))85;]8*:+*8!83(88)5*!;46(;88*%96*?;8)
*+(;485);5 *12:*+(;4956*2(5*-)8°8*;4069285) ;)618)
4++;1(+9;48081;8:8+1;48185;4)485!
528806*81(+9;48;(88;4(+?34;48)4+;161;:188;+7?;

“.48” codes for “THE”
53++!305))6*THE26)H+.)H+)TE0O6*THE!E‘60))EST]E*:+*E!E3(EE)5*! TH6(T
EE*96*?TE

)* +(THED) T5*12:*+(TH956*2(5*-H)E‘E*T
HO0692E5)T)6!E)H++T1(+9THEOELTE:E+1THE!ESTH)HES!52EE06*EL1(+9TH

ET(EETH( +?3HTHE) H+T161T:1EET+?T

“;” for “T”
“4” for “H”

“8” fOl' “E”

Topic # 40 Profiles 1
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Conserved Pattern
32 nucleotide
7 sequences

1. CGGGGCTGGGTCGTCACATTCCCCTTTCGATA
TTTGAGGGTGCCCAATAACCAAAGCGGACAAA
GGGATGCCGTTTGACGACCTAAATCAACGGCC
AAGGCCAGGAGCGCCTTTGCTGGTTCTACCTG
AATTTTCTAAAAAGATTATAATGTCGGTCCTC
CTGCTGTACAACTGAGATCATGCTGCTTCAAC
TACATGATCTTTTGTGGATGAGGGAATGATGC

NouvpewDn

Figure 1
P=ATGCAACT
I=8

CGGGGCTATGCAACTGGGTCGTCACATTCCCCTTTCGATA
TTTGAGGGTGCCCAATAAATGCAACTCCAAAGCGGACAAA
GGATGCAACTGATGCCGTTTGACGACCTAAATCAACGGCC
AAGGATGCAACTCCAGGAGCGCCTTTGCTGGTTCTACCTG
AATTTTCTAAAAAGATTATAATGTCGGTCCATIGCAACTTC
CTGCTGTACAACTGAGATCATGCTGCATGCAACTTTCAAC
TACATGATCTTTTGATGCAACTTGGATGAGGGAATGATGC

Nou ks wnR

Figure 2
P=ATGCAACT
=8

CGGGGCTATGCAACTGGGTCGTCACATTCCCCTTTCGATA
TTTGAGGGTGCCCAATAAATGCAACTCCAAAGCGGACAAA
GGATGCAACTGATGCCGTTIGACGACCTAAATCAACGGCC
AAGGATGCAACTCCAGGAGCGCCTTTGCTGGTTCTACCTG
AATTTTCTAAAAAGATTATAATGTCGGTCCATGCAACTTC
CTGCTGTACAACTGAGATCATGCTGCATGCAACTTTCAAC
TACATGATCTTTTGATGCAACTTGGATGAGGGAATGATGC

No v e wnNe

Figure 3

P=ATGCAACT

=8

7 X (32 +8) = 280 nucleotides

Probability = 280/4% = 0.004

CGGGGCTATCcCAQCTGGGTCGTCACATTCCCCTTTCGATA
TTTGAGGGTGCCCAATAAQIGCAACTCCAAAGCGGACAAA
GGATGOAtCTGATGCCGTTTGACGACCTAAATCAACGGCC

4. AAGGAaGCAACCCCAGGAGCGCCTTTGCTGGTTCTACCTG

AATTTTCTAAAAAGATTATAATGTCGGTCCITGgAACTTC
CTGCTGTACAACTGAGATCATGCTGCATGCCALTTTCAAC
TACATGATCTTTTGATGOcACTTGGATGAGGGAATGATGC

Figure 4
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Topic # 41 Profiles 2

Conserved Pattern

1- TCGGGGATTIICA

18 sequences 2- ACGGGGATIIITL
NE-kB 3- TCGGTACTIIAC

4- TIGGGGACTIIT

TCGGGGATTTCC e T TE e
/I=12 6- GCGGGGAATIIC

7- TCGGGGATTICCT
8- TCGGGGATTCCT
9- TAGGGGAACTAC
10- TCGGGTATAAAC
11- TCGGGGGTITTIT
Alignment 12- CCGGTGACTTIAC
13- CCAGGGACTCCC
14- AAGGGGACTICC
15- TIGGGGACTTIIT
16- TITGGGAGTCCC
17 TCCGTGATILLCC
18- TAGGGGAAGACC

A2310 011631241
Profile T-12310 4 109151156
G:10161814161 11 0 0O

C:3120 00 0 151 S 911
Consensus TCGGGGATIICC
score = 12, 12, 16, 18, 14, 16, 16, 9, 15, 11, 9, 11= 159

1- position 8 -  Sequence 1
2- position 19 - Sequence 2
3- position 3-  Sequence 3
4- position 5-  Sequence 4
5- position 31- “Sequence.5
6- position27-._Sequence 6

7- position 15-. Sequence 7

1-
CGGGGCTATCcCAJCTGGGTCGTCACATTCCCCTT

2.
TTTGAGGGTGCCCAATAAQYGCAACTCCAAAGCGGACAAA
3-

GGATGAICTGATGCCGTTTGACGACCTA

4-

AAGGAaGCAACCCCAGGAGCGCCTTTGCTGG

5- AATTTTCTAAAAAGATTATAATGTCGGTCCITGgAAC
IT1C

6- CTGCTGTACAACTGAGATCATGCTGCATGCCALTTTC
AAC
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7-

TACATGATCTTTTGATGUcACTTGGATGAGGGAATGATGC

Figure 6

Topic # 42 Profiles 3 \

Conserved Pattern

1 2 = as 6 7 =
BT G ANG G

GGG CcAACT

Alignment ATGCGGCGATCT
A A G C A A CC

T I A ACT

AT GCCAT T

AT GG CECAGT

A B 00" 5090

Profile o IS 0001 1 & Figure 7

< 1 1 &6 2 0 1 00

C O O1 42 O6 1

Consensus AT G CAACT

Ifs=(8, 19, 3,5, 31, 27, 15) then

Score(s)=5+5+6+4+5+5+6+6
= 42 Set of t DNA sequences

“n” nucleotides one position in each of
these “t” sequences s = (s, Sz, . . . , St),
with 1 <sj<n -1+ 1 I-mers can be
compiled into t x | alignment matrix

whose (i, j)th element.is the nucleotide in the s; + j — 1th element in

the ith sequence of figure 7

Profile Matrix

If P(s).denotes profile matrix, starting from s

Mps)(J)-largest count in column j of P(s)

ATCCAGCT
GGGCAACT
ATGGATCT

Mei(1) =5

Alignment AAGCAACC Mep(2) =5
TIGGAACT Mpi(3) =6
ATGCCATT Mepi(4) =4
ATGGCACT Mg ,(5)=5
Profile A S 100S S00 Mp(6) =5
T 1 S000 116 MP(s)(7)=6
G 116320 100 Moo (8) = 6
c 00142 061 (=)
Consensus ATGCAACT
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For the starting positions in above figure, Score(s,DNA) =

5+5+6+4+5+5+6+6=42. Score(s,DNA) can be used to
measure

The strength of a profile corresponding to the starting positions s.
consensus score of | - t corresponds to the best possible alignment
Score(s,DNA) consensus score is defined to be Score(s,DNA) =
Y=1MPs (j) Score(s,DNA)=5+5+6+4+5+5+6+6=42
consensus score of | - t corresponds to the best possible alignment

A consensus score of |.t/4 , is worst possible alignment

Motif Finding Problem:

Given a set of DNA sequences, find a set of I-mers, one from each
sequence, that maximizes the consensus score.

Input: A txn matrix of DNA, and, the length of the pattern.to
find. Output: An array of t starting positions s =I (S1, Sz, .+ . ,

St) maximizing Score(s,DNA).

Median String
Median string

Given two I-mers v and w,.can.compute the Hamming distance
between them, dy(v,w), as the.-number of positions that differ in the
two strings

ATTGTC
D 'GHD SH-
ACTICTC
S =1(S1,81, ..., St)

v is some I-mer du(v, S) to denote the total Hamming distance
between v and the I-mers starting at positions s: dy

(v, $) = D=1 du(v, $1) where du(v, s;) is the Hamming distance

between v and the I-mer that starts at s; in the ith DNA sequence
TotalDistance(v,DNA) = ming(dn(v, S)

Finding Total Distance(v,DNA) is a simple problem:

find the best match for v in the first DNA sequence (i.e., a position
minimizing dy(v, 1) for 1 <s; <n-l+1), then the best match in the
second sequence and so on
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Median string for DNA as the string v that minimizes
TotalDistance(v,DNA); this minimization is performed over all 4'
strings v of length 1.

Median String Problem:

Given a set of DNA sequences, find a median
string. Input: At x nmatrix DNA, and I,
the length of the pattern to find
Output: A string v of | nucleotides that
minimizes TotalDistance(v,DNA)
over all strings of that length

Double minimization: finding a string v that minimizes TotalDistance(v,DNA),
which is in turn the smallest distance among all choices of starting points s in the
DNA sequences.

Min min

dn(v, s) all choices of
all choices I-mers v
starting positions s
The Median String problem- Minimization problem
The Motif Finding problem- Maximization problem
Computationally equal

Let s be a set of starting positions with consensus score Score(s,DNA), and let w be
the consensus string of the corresponding profile. Then dn(w, S) = It - Score(s,DNA)

AT CCAGCT
.GGGC AACT
_.ATGGATCT
.AAGC AACC
.TIGG AACT
_ATG CCATTI
7. ATGG CACT

ATGCAACT

OV hWNM

Hamming distance between the consensus

string w and each of the seven implanted patterns is 2, and du(w, s) =2 x 7 = 14

=7x8-42=14

Topic # 45 Motif Finding Problem 2

Median String
Median string

Given two I-mers v and w, can compute the Hamming distance between them,
du(v,w), as the number of positions that differ in the two strings
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ATTGTC
DX DX
ACTCTC

S =(s1,S1,...,St) Vvissome I-mer dn(v, s) to denote the total Hamming distance

between v and the I-mers starting at positions s: du(¥: $) = Zi=1 di(v, 51) where du(v,
si) is the Hamming distance between v and the I-mer that starts at s; in the ith DNA
sequence

TotalDistance(v,DNA) = mins(dn(v, S)
Finding Total Distance(v,DNA) is a simple problem:

find the best match for v in the first DNA sequence (i.e., a position minimizing dn(v,
sy) for 1
<1 <n-I+1), then the best match in the second sequence and so on

Median string for DNA as the string v that minimizes TotalDistance(v,DNA); this
minimization is performed over all 4' strings v of length I.

Median String Problem:

Given a set of DNA sequences, find a median
string. Input: At xnmatrix DNA, and I,
the length of the pattern to find
Output: A string v of | nucleotides that
minimizes TotalDistance(v,DNA)
over all strings of that length

Double minimization: finding a string v:that minimizes TotalDistance(v,DNA),
which is in turn the smallest distance among all choices of starting points s in the

DNA sequences.

Min min du(v, s)
all choices of all

choices I-mers v

starting positions s

The Median String problem- Minimization problem

The Motif Finding problem- Maximization problem

Computationally equal

Let s be a set of starting positions with consensus score Score(s,DNA), and let w be

the consensus string of the corresponding profile. Then du(w, s) = It - Score(s,DNA)

AT CC AGECT

NOUAWNRM
>
= >
)
0
»
»
0
0

ATGCAACT

Hamming distance between the consensus
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string w and each of the seven implanted patterns is 2, and dx(w, s) =2 x 7 = 14

=7x8—-42=14

Topic # 45 Search Trees-Introduction

Introduction

F

‘/\, Edges

/B\. /G Veﬁx (Node)
/\ / N / \

GB G B

BBB, BBG, BGB, BGG, GBB, GBG, GGB, GGG
25=8

Topic # 46 Search Trees Best Alternative

Median String and
Motif Finding Problems
Number of alternatives
To find best one

(n-1+1)

Search Trees
( 1, 1,.... 1, 1)
( 1, 1, 1, 2)
( 1, 1, 1, 3)
( 1, 1, 1, n—1+1)
( 1, 1, 2, 1)
( 1, 1, 2, 2)
( 1, 1, 2, 3)
( 1, 1, ..., 2, n-1+1)
(n-=1+1, n—-1+1,..., n-1+1,1)
(n-=1+1, n-1+1, ..., n—-1+1, 2)
(n-=1+1, n—-1+1,...., .. —=1+1, 3)
(n-=1+1, n-1+1, ..., n—-1+1, n—1+1)

Figure 1

Figure 1
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AA. .. AT
AA. - - AG
AA. .. AC
AA:- - - TA
AA- - - TT
AA. .. TG
AA. .. TC
CC-- -GG
CC---GC
CC---CA
CC---CT
CC---CG
CC---CC
All 4!

Figure 2

11,
11,
11,
11,
11,
11,
11,

\C
o 11)
.., 1,2)
..., 1,3)
1,4
. 2,1)
..,2,2)
..,2,3)

W
S

CPEEOAEEOOPEEROE

Figure 3
All 4-mers in the alphabet of {1, 2}

1 for A
2forT
3forG
4 for C
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1,1,.

' 2,

4) ...
4,4,...,3,3)
(4,4,...,3,4)
4,4,...,4,1)
4,4,...,4,2)
4,4,...,4,3)
4,4,...,4,4)
1 for A
2forT
3forG

4 for C

Consider all k- L-mers in a k-letter alphabet

For Motif Finding problem, k =
n—I[+1,  For Median String
problem, k = 4.

All 2* 4-mers in the two-letter alphabet of 1 and 2.

Topic # 47 Algorithm for Search Trees 1

Search tree Algorithms
Next leave

All leaves

Preorder

L-mera= (a1 a...aL)

NEXTLEAF(a,L, k)

NUpERR

fori «— Lto 1
ifa, <k
a<—a +1
return o
g <— 1

return g

ALLLEAVES(L, k)

a<—2 (1,..., 1)

while forever
output a

ifa=(1,1,..., 1)

90BN R

a = elements of L-mer
L = I-mer
k = number of elements

a<«— NEXTLEAF(a.L, k)
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Motif Finding Problem , L =1t levels k= n-l+1
Median String Problem , L =7 and k=4

t = number of DNA sequences

n= length of each sequence, [ = length of the profile
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Topic # 48 Algorithm for Search Trees 2

PREORDER(V)

1. output v

2 if v has children

3. PREORDER( left child of v )
4 PREORDER( right child of v)

N 1 ~ 11 —
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(--70)

d--7)

11--)
(1,1,1,-)
(1,1,1,1)
(1,1,1,2)
(1,1,2,)
(1,1,2,1)
(1,1,2,2)
10. (1,2,-,-)
11.(1,2,1,)
12.(1,2,1,1)
13.(1,2,1,2)
14.(1,2,2,9)
15. (1,2,2,1)
16. (1,2,2,2)
17. (2,--)

18. (2,1,--)
19.(2,1,1,-)
20. (2,1,1,1)
21.(2,1,1,2)
22.(2,1,2,7)
23.(2,1,2,1)
24. (2,15,2,2)
25, (2,2,--)
26. (2,2,15-)
27.(2,2,1,1)
28.(2,2,1,2)
29.(2:2,2,7)
30. (2,2,2,1)
31.(2.2,2,2)

© © N o g ~ w P

Traversing vertices
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Input: a=(az, ..., a.) at
level i Output: Next vertex in
the tree values ay, . . ., aj and
ignores ai+1, . . ., aL

NEXTVERTEX takes inputs that are similar to NEXTLEAF, with the exception
that the

“current leaf” is now the “current vertex,” and uses

parameter i for vertices

NEXTVERTEX(a, i, L, k)

1. i<l

2, i,y «—1

3. return (a, i+ 1)

4. else

5. forje—Lto1l

6. if g, <k

7. g,i —0a;+1
8. return (a, j)
9. return (a, 0)

When i <L, NEXTVERTEX (a, i, L, k) moves down to the next lower level and
explores that subtree of a. If i = L, NEXTVERTEX either moves along the lowest
level as long as ai < k or jJumps back up in the tree.

Topic # 50 Advanced Computing Approaches

Algorithm

> Some entity needs to carry out the steps specified by the algorithm
» Humans are generally slow
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> A computer is less intelligent but can perform simple steps quickly and
reliably

» Algorithm must be rephrased in programming language

> Pseudocode: language often used to describe algorithm

» Complex operations are grouped together into mini-algorithms called
subgroups

» Variable is written as x or total

> An array of n elements is an ordered collection of n variables ai,

» Analgorithm is a pseudocode is denoted by a name, followed by the list
of arguments

Topic #51 ByPass Algorithm

Branch and Bound Algorithm
NEXTVERTEX Algorithm
BYPASS Algorithm

Skip the subtree rooted at
vertex (a, i) Increment a;

(unless ai =k

24 15 3 20 4 5 10 6 3 8 16 4 3 1 1 2 1 15 17 21 23 15 27 30 26 18 19

A tree that has uninteresting subtrees. The numbers next to a leaf represent the
“score” for that L-mer. Scores at internal vertices represent the maximum score in
the subtree rooted at that vertex. To improve the brute force algorithm, we can
“prune”’ subtrees that do not contain highscoring leaves. For example, since the
score of the very first leaf is 24, it does not make sense to analyze the 4th, 5th, or
6th leaves whose scores are 20, 4, and 5, respectively. Therefore, the subtree
containing these vertices can be ignored.

MUHAMMAD IMRAN m




BYPASS(a, i.L, k)

1. forj<«<—ito1l

2 if g, <k

3. a;<— a; + 1
4. return (a, j)
5. return (a, 0)

Topic # 52 Finding Motifs

Brute force approach
BRUTEFORCEMOTIFSEARCH(DNA, t, n, I)
1. bestScore 0
2. foreach(sy,...,s)from(1,...,))to(n—1+1,..., n=1+1)
3. if Score(s,DNA) > bestScore
4. bestScore Score(s,DNA)
5 bestMotif (S1,52, ..., 5t
6. return bestMotif n—I+1 choices
for the first index (s1,), then for s, S3)
number of positions is (n — I'+ 1)t
Score(s,DNA), which requires O(l).operations-O(In").
BRUTEFORCEMOTIFSEARCHAGAIN(DNA, t, n, I)
s (11,1
bestScore Score(s,DNA)
while forever
S NEXTLEAF(s, t,n—1+1)
if Score(s,DNA) > bestScore
bestScore Score(s,DNA)
bestMotif (51,52, ...,5t)
ifs=(1,1,...,1)

© © N o o ~ w PR

return bestMotif

Topic # 53 Simple Motif Search Algorithm

Simple Motif Search Algorithm
SIMPLEMOTIFSEARCH(DNA, t, n, 1)
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1. S ...,1)

2. bestScore 0

3. i 1

4. whilei>0

5. ifi<t

6. (s, i) NEXTVERTEX(s, i, t,n— | + 1)
7. else

8. if Score(s,DNA) > bestScore

9. bestScore Score(s,DNA)

10. bestMotif (S1,82,...,5Y

11. (s,i)  NEXTVERTEX(S, i, t, n—[+1)
12. return bestMotif

Simple Motif Search Algorithm

Some sets of starting positions can be ruled out

If the first i of t starting positions [i.e., (s1, Sz,... , Si)]
Sequences i+1,i+2,...,1t,

s = (S, S2,... , St), define the partial consensus score; Score(s, i, DNA)- ix| alignment
matrix

Partial consensus score for sg, . . ., Si, remaining ¢=i rows can only improve the
consensus score by (1 — i) - |

First i starting positions (ss, . . . , S1) could be at most Score(s, i,DNA)+(z—i) - |
Score(s, 1,DNA)+ (t—1) - |

is less than the currently best score,

bestScore ¢+ — i sequences in.the

sample

Score(s, i,BNA) +(z —4) - |

(n— 1+

Topic # 54 Branch and Bound Algorithm

Branch and Bound

Motif Search
BRANCHANDBOUNDMOTIFSEARCH(DNA, t, n, I)
1 s (,...,1)

2 bestScore 0

3 [ 1

4. whilei>0

5 ifi<t

6 optimisticScore Score (s, i, DNA)+
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(t— i)l

7. if optimisticScore < bestScore

8. (s,i)  BYPASS(s, i, t,n—[+1)

9. else

10. (s,i) NEXTVERTEX(s, i, t, n —[+1)
11. else

12. if Score(s,DNA) > bestScore

13. bestScore Score(s)

14. bestMotif (S1,S2, ..., 5t

15. (s,i)  NEXTVERTEX(s, i, t, n—[+1)
16. return bestMotif

Topic # 55 Brute Force Algorithm

Brute Force

Median Search
BRUTEFORCEMEDIANSEARCH(DNA, t, n, I)
bestWord AAA. - - AA

bestDistance

for each I-mer word from AAALAW TTT..T
if TOTALDISTANCE (word,DNA) < bestDistance
bestDistance TOTALDISTANCE(word,DNA)
bestWord word

N oo o~ w bd e

return bestWord

ATGCATGCA A . ATGCATGCATGC

A search tree for the Median String problem. Each branching point can give
rise to only four children, as opposed to the n—1+1 children in the Motif
Finding problem.

SIMPLEMEDIANSEARCH(DNA, t, n, I)
1. s 1,1,...,1)

2. bestDistance
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i 1
whilei>0
ifi<l

(s,i) NEXTVERTEX(, i, I, 4)

N o 0o~ w

else
8 word nucleotide string corresponding to (S1, S, . . . SI)
9. if TOTALDISTANCE(word,DNA) < bestDistance
10. bestDistance TOTALDISTANCE(word,DNA)
11. bestWord word
12. (s, i) NEXTVERTEX(s, i, I, 4)
13. return bestWord

BRANCHANDBOUNDMEDIANSEARCH(DNA, t, n, I)

1 s (1,1,...,1)
2 bestDistance
3 i 1
4, while i >0
5 ifi<l
6 prefix nucleotide string corresponding to (si,
$2,...,Si)
7. optimisticDistance ~ TOTALDISTANCE (prefix,DNA)
8. if optimisticDistance > bestDistance
9. (s,1) BYPASS(s, i, 1,4)
10. else
11. (s, i) NEXTVERTEX(, i, I, 4)
12. else
13 word nucleotide string corresponding to
(s1, 52, ...5I1)
14. if TOTALDISTANCE(word,DNA) < bestDistance
15. bestDistance TOTALDISTANCE(word,DNA)
16. bestWord word
17. (s, i) NEXTVERTEX(, i, I, 4)
18. return bestWord

Topic # 56 Genomic Rearrangements

Waardenburg’s syndrome

» Hearing loss
> Two Different colored eyes
> Gene present on chromosome 2
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Splotch gene in mice

Human genome-mouse genome

Cut into 300 genomic fragments-Synteny blocks

Chromosome 2 in humans-mouse chromosomes 1, 2, 3, 5, 6, 7, 10, 11, 12,
14, and 17

» Genome rearrangement results in a change of gene ordering

> Analysis of human and mouse genomes-250 genomic rearrangements

YV V V V

Mouse X chromosome

r-\Iw Iw Iw
IN IN IN Im
IW - I(ll IN

1

1

S
]

o~
]

Human X chromosome

Transformation of the mouse gene order into the human gene order on the X
chromosome

Topic # 57 Greedy Approach for Motif Search

Approximation algorithm

Brute force algorithm to solve the Motif Finding

problem running time of O(I - nY)

Cannot run it on

biological samples

Faster greedy

technique-not correct,

good performance

Approximation

algorithm

CONSENSUS- as good

or better

GREEDYMOTIFSEARCH scans each DNA sequence only once. Once we have
scanned a particular sequence i, we decide which of its I-mer has the

best contribution to the partial alignment score Score(s, i, DNA) for the first i
sequences and immediately claim that this |-mer is part of the alignment.

GREEDYMOTIFSEARCH (DNA, t, n, I)
1. bestMotif 1,1,...,1)

2.s  (1,1,...,1)
3 fors; lton—-171+1
4 fors; 1ton—-1+1
5. if Score(s, 2,DNA) > Score(bestMotif ,
2,DNA)
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6. BestMotifl s1
7. BestMotif2 s
8. S1 BestMotif;
9. S2 BestMotif2
10. fori 3tot
11 for s; lton—-1+1
12. if Score(s, i, DNA) > Score (bestMotif , i, DNA)

13. BestMotif; Si
14. s bestMotifi
15. return bestMotif
Approximation algorithm
Two
closest I-
mers 2 x |
seed
matrix I(n
— [ +1)?
operations
t — 2 iterations-by scanning the ith sequence (for 3< 1<)
t—2 sequences and selecting thewone. I-mer that has
themaximumsScore(s, i) | - (» — [ + 1) operations
Approximation algorithm

Running time of this algorithm.is O(In? +Int), which is vastly better than the O(Int)
of
IMPLEMOTIFSEARCH or even the O(4Int) of BRUTEFORCEMEDIAN-

STRING

Topic # 58 The Power of DNA Sequence Comparison

Introduction
Discovery of new gene-no idea of functions
Find similarities with genes of known function

Newly discovered cancer-causing -sis oncogene matched a normal gene involved
in growth and development called platelet-derived growth factor

Oncogene v-sis is the simian sarcoma virus
Scientists became suspicious that cancer might be caused by a normal growth gene

Discovery of cystic fibrosis gene
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Abnormal secretions, and is diagnosed in

children produce abnormally thick mucus that

clogs the lungs

10 million Americans are carriers of the cystic fibrosis gene
There is a 25% chance that the child will have cystic fibrosis
In 1989, 1 million nucleotides on the chromosome 7

The area around the cystic fibrosis gene was sequenced
Database of all known genes

Similarities between a gene that had already been discovered, code for adenosine
triphosphate (ATP) binding proteins

These proteins constitute the ion transport channel
The disease involves sweat secretions with abnormally high sodium content

Link between cancer-causing genes and normal growth genes and elucidating the
nature of cystic fibrosis

Topic # 59 Brute Force vs Greedy Algorithm

Dynamic Programming
Manhattan Tourist Problem:
Find a longest path in a
weighted grid  Input: A
weighted grid G with
two distinguished
vertices:a  source and
a sink

Output: <A longest
pathin G . fromsource

to sink

Tourists enly move south and east, any grid

positions west or north of the source are

unusable

Any grid positions south or east of the sink are unusable, the source vertex is at

(0, 0) Sink vertex at (n, m) defines the southeastern most corner of the grid
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The brute force approach search for the longest path

Not an option for medium to large grid

Use a greedy strategy, choose between two possible directions (south or east) by
comparing them and selecting one with large increase for one step (local maximum)

Good at beginning

May lead to area with few attractions

No known greedy strategy for the Manhattan Tourist problem provides an optimal

solution to the problem

_—> 15

Instead of solving the Manhattan Tourist problem directly, that is, finding the
longest path from source (0, 0) to sink (n,m), we solve a more general problem:
find the longest path from source to an arbitrary vertex (i, j) with

0 <i<n,0<j<m. We will denote the length of such a best path as si; , noticing
that snm is the weight of the path that represents the solution to the Manhattan

Tourist problem

MUHAMMAD IMRAN H




Topic #60 Sequence Similarity

Meaning of “sequence similarity or “distance” between DNA sequences. Hamming
distance is not typically used to compare DNA or protein sequences. Calculation
rigidly assumes that the ith symbol of one sequence is already aligned against the
ith symbol of the other

It is common case that the ith symbol in one sequence corresponds to a symbol at
different position in other. Mutation in DNA-evolutionary process: DNA
replication- substitutions, insertions, and deletions of nucleotides, leads to “edited”
DNA texts. Whether the ith symbol in one DNA sequence corresponds to the ith
symbol in the other

ATATATAT and TATATATA
ATATATAT -

- TATATATA
align the (i+1)-st letter in ATATATAT against the ith

letter in TATATATAfor 1 < i< 7

ATATATAT and TATAAT- subtle similarities
1 2 3 & F B

FAN T

a s

TATA AT
- TATA -AT
1 2 3 a 5 6

Topic # 61 Edit Distance

Edit distance between two strings.as the minimum number of editing operations
needed to transform one string into-another, where the edit operations are insertion,
deletion, and substitution of one symbol for another

It is often‘the case that the ith symbol in one sequence corresponds to a symbol at
different . position in other. Mutation in DNA-evolutionary process: DNA
replication- substitutions, insertions, and deletions of nucleotides, leads to “edited”
DNA texts. Whether the ith symbol in one DNA sequence corresponds to the ith
symbol.in the other
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ATATATAT -
- TATATATA

align the (i+1)-st letter in ATATATAT against the ith
letter in TATATATAfor 1< i<7

I ' 3 =

TGCATAT can be transformed into ATCCGAT with five
editing operations

TGCATAT
delete last T
TGCATA
delete last A
TGCAT
l insert A at front
ATGCAT
substitute C for G at position 3
ATCCAT
insert a G before the last A
ATCCGAT

Edit distance between TGCATAT and ATCCGAT is at most 5

TGCATAT can also be transformed into ATCCGAT with four
editing operations
TGCATAT
insert A at front
ATGCATAT
delete T at position 6
ATGCAAT
substitute G for A at position 5
ATGCGAT
substitute C for G at position 3
ATCCGAT

Edit distance between TGCATAT and ATCCGAT is 4

Topic # 62 Alignment

The alignment of the strings v (of n characters) and w (of m characters, with m not
necessarily the same as n) is a two-row matrix such that the first row contains the
characters of v in order while the second row contains the characters of w in
order, where spaces may be interspersed throughout the strings in different places

As a result, the characters in each string appear in order, though not necessarily
adjacently.

No column of the alignment matrix contains spaces in both rows, so that the
alignment may have at most n + m columns.
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Columns that contain the same letter in both rows are called matches, while
columns containing different letters are called mismatches. The columns of the
alignment containing one space are called indels, with the columns containing a
space in the top row called insertions and the columns with a space in the bottom
row deletions. Five matches, zero mismatches, and four indels. The number of
matches plus the number of mismatches plus the number of indels is equal to the
length of the alignment matrix and must be smaller than n + m

Each of the two rows in the alignment matrix is represented as a string interspersed
by space symbols “—; for example AT--GTTAT-- is a representation of the row
corresponding to v = ATGTTAT, while ATCGT--A--C is a representation of the
row corresponding to w = ATCGTAC

o 1 > 2 3 a s S = 7
2 [ ] [ [ T [ [ [ =T
A T c G i — A = c

o 1 2 3 a s (3 'S ' 7

ST —— T T T—is 1223456 7 7, which shows the number
of symbols of v present up to a given position. Similarly,
ATCGT—A—Cis represented as 1 2345566 7. When
both rows of an alignment are represented in this way the
resulting matrix is

@GOG KCEME
DGO GGG OGKG

. 5)—E. 5)— (@, 8) —(2. 6)—(Z.7)

from (0,0) to (rn.m) in that grid

Topic # 63 Edit Graph 1

The grid that is achieved after alignment is similar to the Manhattan grid where
each entry in the grid looks like a city block

The graph called Edit Graph

The main difference between the Manhattan and Edit Graph is that we can move
along the diagonals in the Edit Graph
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vertex for every
\ O 1 2 3 : | 5 G v - -
v ] intersection of
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2 This graph will
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S N < S distance
Alignment-path
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Edge-one
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-
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to ()
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L1
/

4> 4 40 4 »

>/
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Topic # 64 Edit Graph 2

Analyzing the merit of an alignment-corresponding path in the edit graph. For any
two strings- different alignment matrices and corresponding paths.

Surplus of mismatches and indels and a small number of matches, while others have
many matches and few indels and mismatches.
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Relative merits of one alignment over another-scoring function- input an alignment
matrix and produces a score that determines the “goodness” of the alignment.

Variety of scoring functions-higher scores to alignments with more matches.

Column as a positive number if both letters are the same, and as a negative number
if the two letters are different. The score for the whole alignment is the sum of the
individual column scores.

Topic # 65 Longest Common Subsequences

The simplest form of a sequence similarity analysis is the Longest Common
Subsequence (LCS) problem, where we eliminate the operation of substitution and
allow only insertions and deletions. A subsequence of a string v is simply an
(ordered) sequence of characters (not necessarily consecutive) from v.

v= ATTGCTA AGCA and ATTA are subsequences
TGTT and TCG are not subsequences

A common subsequence of two strings is a subsequence of both of them. Common
subsequence of strings

V=Vi...Vhand w =

Wi . . Wm as a

sequence of positions

inv,

1 <ig<iz<---<ig

<nand a sequence of

positions in w,

1 <ji1<j2<--:<jkx<msuch that the symbols at the
corresponding positions in v.and w. coincide:

vit = Wjt for 1 <tk

TCTA is a common to both ATCTGAT and TGCATA

Typically many common subsequences between
two strings v and w-how to find the longest one
s(v,w)-be the length of the longest common subsequence of v and w

edit distance between v and w—under the assumption that only insertions and
deletions are allowed—is d(v,w) = n + m — 2s(v,w) and corresponds to the
minimum number of insertions and deletions needed to transform v into w
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Alignment v—AT-C-TGAT

w—-TGCAT - A -
Above figure presents an LCS of length 4 for the
strings v = ATCTGAT and w = TGCATA and a shortest
sequence of two insertions and three deletions
transforming v into w

v AT-C-TGAT
w -TGCAT- A -
4
A

0 1 2 3 5 6 0 1 2 3 4 5 6
o o} T @ c @ 1 a4
s 0 0 0 0 0 0 0 . 0 1 2 3 R 5 6
5 % I < G TN %
0 0 0 0 1 [=—1 1 2 3 4 3|— 4 5
@8 . I . N
- 0 - l;—l 1 2|—2 - 2 1 2, 3 4 3|— 4
] B ot f B .
’ 0 1 1 2 2 2 2 o 3 2 3 2 i 5
N il 1 N o1
. 0 1 1 2 2 3 + T 4 3 4 3 4 34— 4
i I\ I f N o g
561 o 1] 2| 2| 2 3 1C, 5| #| "] @] 5
| I | B | AN ! NN
$ 0 1 2 2 3 3 e 6 5 4 5 4 5 4
N o IN ! N | I I | N |
TTL o a2 2 3] el s @| | s| 6| s| 4
Computing simulanty s(V,W)=4 Computing distance d(V W)=5
V and W have a subsequence TCTA 1n common V can be transformed mnto W by deletng A G.T and mserting G.A

Longest Common Subsequence Problem:
Find the longest subsequence common to two strings
Input: Two strings, v and w

Output: The longest common subsequence of v and w

Topic # 66 Recurrence for LCS problem

Every common subsequence corresponds to an alignment with no mismatches.

This can be obtained simply by removing all diagonal edges from the edit graph
whose characters do not match, thus transforming it into a graph like that shown in
the figure
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The relationship between

the Manhattan Tourist problem and the LCS Problem is further illustrate. by
showing that these two problems lead to very similar recurrences

Define si; to be the length of an LCS between vi . . . vj, the i-prefix of v.and wi . .
.wj , the jprefix of w. Clearly, sio =Soj =0 forall 1 <i<nand 1 <j<ms;;satisfies
the following recurrence
Si-1
Sij = max Sij-1
Si-1j-1 + 1, ifvi=w;
The first term- when vi is not present.in the LCS

of the i-prefix of v and j-prefix of w.(deletion of vi); the second term- when w; is
not present in this LCS (an insertion of wi ); and the third term-when both v; and
wj are present in the LCS (vi matches w;).

These recurrences can be rewritten by adding some zeros here and there as
Sie1,j + 0
Sij= max sij-1 +0

Si-1j-1+ 1, ifvi=w;

VA
AN
STV O N
gV
S VA I A VY
SISV
AN TN
&I S I I SV

‘s’ is used to represent dynamic programming table, the data structure
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The length of an LCS between v and w can be read from the element (n,m) of the
dynamic programming table, but to reconstruct the LCS from the dynamic
programming table, one must keep some additional information about which of the
three quantities, Si-1j , Sij-1, Or Si-1j-1 + 1, corresponds to the maximum in the
recurrence for sij .

Topic #67 Algorithms for LCS

The length of an LCS

Some additional information about which of the three quantities , Si-1j , Sij-1, Or
Si-1j-1+1

The following algorithm achieves this goal by introducing backtracking pointers
that take one of the three values , or .

Algorithms for LCS

LCS{wv,w)
1. fori<=—0ton
2. S, o<—0
3. forje«—1ltom
4. Sp,;<—0
5. fori<«—1l1ton
6. forj<«—1tom
5; 1y
7. 5, «———Mmax 81
{ S+ 1, ifvi=wy
8 T if 51'.;' =501, i

b < «— ifs;;=5s
'ﬂ ifs; =5.,;.+1
9. return (s, ., b)

Algorithms for LCS

PRINTLCS(w,w, i,f)
fori=0orj=
return
b, = "

PRINTLCS (b, v, i-1, j-1)
print v,

Else

ifb,,_. 4

PRINTLCS (b, v, i-1, j)

Else
0. PRINTLCS (b,v i j-1)

SeeNaMAELN K
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A o 11 1t\ =2 2r ZT SRS 3 2t 31\2<_C§ 41 5r
+ @ 0\1 1t 2T 2‘l 3 4= L 4\3 41 3T -1‘ s 4
= ™~
s < o 11\2 21 l 3t 31 s ©@ s 4t 3 4T L CE‘1 sr
e & i 1~ T N f t M~ T
o 1 Z 2 3 3 6 s 4 s EY s a
£ K 0\1 21‘ 21 3?\4 41 7 @D 7\6 51 nst 5t\4 GI
Computing similarity s(V_W)=4 Computing distance d(V_W)=5

V and W have a asence TCTA in WV can be transformed into W by deleting A G. T and inserting G A

Dynamic programming table-computation of the similarity score s(v,w) between v
and w, while the table on the right-computation of the edit distance between v and
w-insertions and deletions are the only allowed operations. The edit distance d(v,w)
is computed according to the initial conditions dio =1, doj =] forall 1 <i<nand 1
j mand the following recurrence:

The edit distance d(v,w) is computed according to the initial conditions dio = i, do,j
=jforall1<i<nandl j mand the following recurrence:

di-1j+1
dij = min dij-1+1

di-rj-1, ifvi=w

Topic #68 Scoring Alignments 1

Scoring matrices for DNA sequence- x and o

Scoring matrices for protein sequences are.complicated — pointed accepted
mutation (PAM) and block substitution (BLOSUM), frequency amino acid ‘x’
replaces amino acid ‘y’ in evolutionary related sequences.

Random mutagenesis-change amino acid sequence
Some mutations- do not alter-but other do

Some amino acid substitutions are commonly found through the process of
molecular evolution-

Scoring Alignments

Asparagine (Asp), Serine (Ser)
Glutamate (Glu), Aspartate (Asp)
More mutable

Cysteine (Cys), Tryptophan (Trp)

Probability
Ser— 3 times more Try —
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Types of changes- most and least common- amino acid scoring matrix, sequence
alignment

Amino acids sequences- very few matches-scoring matrix 6(i, j) — how often a. a
‘i’ substitutes a. a ¢’

Topic # 69 Scoring Alignments 2

Large set of alignments of related sequences
Computing d(i,j)

Amounts to counting how many times the amino acid ‘i’ is aligned with amino acid
j b

Needs to know scoring matrix
Met Ala Phe Ser Gly Asp Glu Ser. ... ...
Met Ala Phe Ser -- Asp Glu Ser. .. ....

If proteins are 90% identical, premium +1 for matches and -1 for mismatches and
indels will do the job. Then “obvious” alignments are constructed that are used to
compute scoring matrix .

The simplified description hides subtle details are important in the construction of
scoring matrix

Ser  Phe Try Phe
(related proteins in mouse and rat) LESS (related proteins in mouse and
human)
15 million years 80 million years

The best scoring matrix to.compare two proteins depends on similarity of these
organisms

Topic #70 PAM matrix

Problem is rectified- analyzing similar proteins e.g, one mutation/100 a.a. Proteins-
human and chimpanzee, Such sequences, one PAM unit diverged. PAM unit as the
amount of time in which an “average” protein mutates 1% of'it’s a.a. PAM1 scoring
matrix- many alignments of extremely similar proteins For a given set of base
alignments

define f(i,J) as the total number of times amino acids i and j are aligned against each
other, divided by the total number of aligned positions.

feg)

Also define g(i,j) as F() where f(i) is the frequency of the amino acid i in
all proteins from data set.

g(i,j) defines the probability that an amino acid i mutates into amino acids j within
1 PAM unit. The (i,j) entry of the PAM 1 matrix is defined as d(i,j) =

fJ) g(i, j)

log ONLI) =log fi) (f(i). f(j), the frequency of aligning amino acid
i against amino acid j that one expects simply by chance). The PAM n matrix can
be defined as the result of applying the PAM 1 matrix n times
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If g is the 20 x 20 matrix of frequencies g(i,j), then g" (multiplying this matrix by
itself n times) gives the probability that amino acid i mutates into amino acid j
during n PAM units. The (i,j)

gni,j

i)

For large n, the resulting PAM matrices often allow one to find related proteins
even when the practically no matches in the alignment. In this case the underlying
nucleotide sequences are so diverged that their comparison usually fails to find any
statistically significant similarities.

entry of the PAM n matrix is defined as log

Similarity between the
Cancer —causing v-sis oncogene
Growth factor PDGF (Platelet derived growth factor)
Remained undetected

Russell Doolittle and colleagues has not transformed the nucleotide sequences.into
amino acids sequences prior to performing the comparison.

Topic #71 Local Sequence Alignment

Global Alignment- similarity 2 strings- extends over entire length, eg, same
protein family- very conserved, same length —fruit flies to humans Score of
alignment- 2 substrings ‘v’, ‘w’- larger than score of alignment between entire
length of ‘v’ and ‘w’.

Homeobox genes, regulate embryonic development- variety of species. Different in
different species- one region- homeodomain-. highly conserved. How to find
conserved area- ignore areas-little similarity. Temple Smith and Micheal Waterman
proposed modification of the global sequence alignment dynamic programming
algorithm-LAP

-~ — = T —CC-C- AGT - - TATGT - CAGGGGACACG - - A —GCATGCAGA-GAC

AT ITGCCGCC-GTACGT-T- T T CAG - - - -~ CA-GT T AT G- - T- CAGAT- - C

CAGT ITATGTCCAG

= TCccCAGT TATG ICAGEsSSEacacgEagcatgcagasac

Ll
v aattEccsccstcgtittcasCAGTIATGICAGatc

AATTGCCGCCGTCGTTTTCAGCAGTTATGTCAGATC

= = The conserved

= domain are

identical and cover

one third of the

entire length, n, of

these genes. Path

from source to

sink will j)nclude

t approx 377

A horizontal edges,

1 e
57 diagonal

match edges

==

-

(corresponding to

X homeodomains)

e

2

and 3572 vertical

edges

OrOrOr0a-4>00r00»0»r0Hana»X0-A0-»—4-140>000-
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The score of this path is

g'n,cr-}-l'n gncf—n l E0
3 3° §77\8 3

ADAA T T GG CCGCCOCGOGTCGOGT T T TCAGCAGT TATGTCAGATC

AAUAALANUAUS VAN LAINLLAL SR

>O>0>004200>00>0>0000>0-40-4>-4-40>0004

The score of this path is

g'nc7+l-n 2na—n : é0
3 - F 3 3

This path contains so many indels that it is unlikely to be the highest scoring
alignment.
Biologically irrelevant diagonal paths — likely have score--mismatches are

penalized less than indels. Score of diagonal path isn(;-3u),
since every diagonal edge i and mismatch with probability
.. Since (i — 39 < (1 - 1w for indels and mismatch penalties,
global alignment- miss correct solution of real biological
problem, biologically irrelevant near-diagonal path.

Topic # 72

same TOPIC 71

Topic #73 Local Alignment Problem

Biological significant in certain parts of DNA fragments, maximize the alignment
score s (Vi

...vi" ,\Wj...w;") over all substrings vi....v;- of v and w;.....w;- of w. Local Alignment
Problem- not extend over entire length as in Global Alignment Problem

Local Alignment Problem:
Find the best local alignment between two strings
Input: Strings v and w and a scoring matrix o

Output: Substring of v and w whose global alignment, as defined by 8, is maximal
amoung all global alignment of all substrings of v and w.
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Global Local
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1
1
\
\
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Global Sequence Alignment- finding the longest path between vertices (0,0) and
(n,m) in the edit graph

Local Alignment-finding the longest path among the paths between arbitary
vertices (i, J) and (i, /') in the edit graph.

Find the longest path between every pair of vertices (i,j) and (i, j)- then select
longest of these computed paths. Instead of finding the longest path from (i, j) to
(i',j), LAP- finding the longest path from the source (0,0) to every other vertex by
adding edges to weight 0

Local Alignment Problem

vertex (0,0) a predecessor
provide a “free ride” from the
) source to any other vertex (i,
j). Following recurrence
reflects the transformation of
the edit graph

0
5;_1,1- + 6[‘!’*"; _-]
S;; = max Sp i1 + 60— wy

Siqs 1+ O(vy, wy)

Topic #74 Progressive Multiple Alignment

Another approach-strong pairwise alignment Greedy progressive
multiple alignment heuristic-pair of strings with greatest similarity-new string-
“once a gap, always a gap.”  Multiple alignment of k sequences is reduced to the
multiple alignment of k—1 sequences.
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The motivation for the choice of the closest strings at the early steps of the algorithm
is that close strings often provide the most reliable information about a real
alignment

Many popular iterative multiple alignment algorithms including the tool
CLUSTAL, use similar strategies

ATGTCATATTCGGAC
ATGTCATATTCGGAC
ATGTCATATTCGGAC
ATG- CATA
ATGTCATA

Progressive multiple alignment algorithms- problem with CLUSTAL-may be
misled by some spuriously strong pairwise alignment effect, a bad seed. The error
in initial pairwise alignment will propagate all the way through to the whole
multiple alignment. Many algorithms have been proposed,-even with systematic
deficiencies are quite useful in computational biology

Multiple alignment for k sequences

Generalization of the Pairwise Alignment problem Existence of a k-dimensional
scoring matrix k-dimensional scoring matrices are not very. practical Describe two
other scoring approaches that are

more biologically relevant. The choice of the scoring function can drastically affect
the quality of the resulting alignment, and no single scoring approach is perfect in
all circumstances.

Multiple alignment of k sequences-a path of edges in a k-dimensional-Manhattan
gridlike edit graph.

The weights of the edges-scoring function

Intuitively, assign higher scores to.the columns with a low variation in letters-high
scoreshighly conserved sequences

Multiple Longest Common Subsequence problem, the score of a column is set to 1
if all the characters inthe column are the same, and 0 if even one character disagrees

Topic # 75 Gene Prediction 1

Sydney Brenner and Francis Crick
Every triplet codes for one amino acid

Introduce deletions in DNA-dramatically alters its protein product. Deleting three
consecutive nucleotides results in minor changes in the protein

The phrase
THE SLY FOX AND THE SHY DOG
(written in triplets)
Turns into nonsense after deleting one letter Y from SLY
THE SYF OXA NDT HES HYD OG
or two letters LY from SLY
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THE SFO XAN DTH ESH YDO G
but makes some sense after deleting three nucleotides SLY
THE SOX AND THE SHY DOG

Charles Yanofsky proved that a gene and its protein product are collinear.
Yanofsky’s experiment was so influential that nobody even questioned about
codons and for almost 2 decades biologists believed that a protein was encoded by
a long string of adjacent triplets.

Discovery of split human genes-collection of substrings
Raised the computational problem-prediction of genes
Human genome is larger and complex than bacterial genome

Salamander genome is ten times larger than the human genome Large
amounts of so-called junk DNA

Human genes - exons that are separated by this junk DNA. The difference in the
sizes of the salamander and human genomes thus presumably reflects larger
amounts of junk DNA and repeats in the salamander genome.

Split genes are analogous to a magazine article- page 1, 13, 43, 51,74, 80, and 91,
with pages of advertising appearing in between. Junk DNA represents “advertising”
that separates exons.

Topic # 76 Gene Prediction 2

The jump is inconsistent from species to species.

A gene in insect genome- different in worm

Number of exons

The informationtin one part in human-broken up into two in the mouse.

While the genes themselves are related, they may be quite different in terms of the
parts’ structure

Split genes-1977

Phillip Sharp and Richard Roberts- Adenovirus

“An Amazing Sequence Arrangement at the 5° End of Adenovirus 2Messenger
RNA.” Sharp’s group- hexon.

Hexon mRNA, mRNA was hybridized to adenovirus DNA- the hybrid molecules-
electron microscopy.

MRNA-DNA hybrids-three loop structures-continuous duplex segment- classic
continuous gene model
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An electron microscopy experiment led to the discovery of split genes
Hexon mRNA is built from four separate fragments of the adenovirus genome

These four continuous segments, exons, in the adenovirus genome are separated by
three “junk” fragments called introns.

77. One approach of Gene Prediction

Human genes-3% of the human genome- no in silico gene recognitionalgorithm
The intronexon model-in eukaryotic organisms Prokaryotic _organisms Gene
prediction algorithms for prokaryotes tend to be somewhat simpler than those for
eukaryotes

Two categories-predicting gene location. The statistical approach to gene
prediction Splicing signals- exon-intron junctions

Dinucleotides AG and GT on the left- and right-hand sides of an exon are highly
conserved

Intron 1 Intron 2

. — o I ————

Less conserved positions on beth sides of the exons

The simplest way to represent such binding sites is by a profile describing the
propensities of different nucleotides to occur at different positions

Using profiles-detect splice sites
Profiles are quite weak-match frequently in the genome at non splice sites.

Attempts to improve the accuracy of gene prediction- second category-based on
similarity.

Topic #78 Second Approach for Gene Prediction

The similarity-based approach to gene prediction relies on the observation that a
newly sequenced gene has a good chance of being related to one that is already
known. For example, 99% of mouse genes have human analogs.

Simply look for a similar sequence-based on the genes known in another-exon
sequence and the exon structure are different

The commonality-produce similar proteins

Similarity-based methods attempt to solve a combinatorial puzzle-putative exons
in a genomic sequence — mouse-human
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Know a human protein, and we want to discover the exon structure of the related
gene in the mouse genome. The more sequence data we collect, the more accurate
and reliable similarity based

methods become. Consequently, the trend in gene prediction has recently shifted
from statistically motivated approaches to similarity-based algorithms

Topic # 79 Statistical Approach to Gene Prediction 1

Statistical approaches to finding genes-statistical variations between coding (exons)
and noncoding regions

Open reading frames (ORFs) Fenome of length n as a sequence of n/3 codons
The three “stop” codons, (TAA, TAG, and TGA)
The subsegments of these that start from a start codon, ATG, are ORFs.

ORFs within a single genomic sequence may overlap since there are six possible
“reading frames”: three on one strand starting at positions 1, 2, and 3, and threeon
the reverse strand

Gly||Thr||Vall||Gly||Glul|Stop

JTre]His][Arg][axg][stor]| | [ |

—— |Met||Alal||Pro||Ser| vall||Ser|Asp|lalalLeu]
TACCGTGGCAGCCACTCATTGCGETAAC
AUGGCACCGUCGGEGUGAGUAACGCAUUG

| | I | | [stop JIG1n|Thr |[Val]
|argl[Prol|lLeu||Trpll[Glul|asn||Arg|Leu]

:“Gly Hisl||Cys||Gly||Ser||Met||Ala| Tyr

The six reading frames for the.DNA sequence

One would expect. to find frequent stop codons in noncoding DNA, since the
average number of codons between two consecutive stop codons in “random”

DNA should be 64/3 ~ 21. This is much smaller than the number of codons in an
average protein, which is roughly 300. Therefore, ORFs longer than some threshold
length “indicate potential genes. However, gene prediction algorithms based on
selecting significantly long ORFs may fail to detect short genes or genes with short
exons

Many statistical gene prediction algorithms rely on statistical features in protein-
coding regions, such as biases in codon usage. We can enter the frequency of
occurrence of each codon within a given sequence into a 64-element codon usage
array
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U € A G
UUUpPhe 57 |[UCUser 16 | UAUTyr 58 | UGUcys 45
UUCpPhe 43 | UCCser 15 | UACTyr 42 | UGCcys 55
UUALeu 13 | UCAser 13 | UAAstp 62 | UGAstp 30
UUGLeu 13 | UCGser 15 | UAGstp 8 UGG Trp 100
CUULeu 11 | CCUpPro 17 | CAUHis 57 | CGUArg 37
CUCLeu 10 | CCCpro 17 | CACHis 43 | CGCArg 38

Cl CUALeu 4 |CCAPro 20 | CAAGIn 45 | CGAArg 7
CUGLeu 49 | CCGpro 51 | CAGGln 66 | CGGarg 10
AUU11le 50 |ACUThr 18 | AAURAsn 46 | AGUser 15

A AUC 11e 41 ACCThr 42 | AACasn 54 | AGCser 26
AUAIle 9 ACAThr 15 | AAALys 75 | AGARrg 5
AUGMet 100 | ACGThr 26 | AAGLys 25 | AGGArg 3
GUUval 27 | GCURAla 17 | GAUasp 63 | GGUGly 34

G GUCval 21 |GCCala 27 | GACasp 37 | GGCecly 39

GUAval 16 | GCAAala 22 | GAAGlu 68 | GGAcly 12
GUGval 36 | GCGala 34 | GAGGlu 32 | GGGGly 15

Topic # 80 Statistical Approach to Gene Prediction 2

Some more facts about genetic code and codon usage in humans

U € A G
UUUpPhe 57 |[UCUser 16 | UAUTyr 58 | UGUcys 45
U UUCpPhe 43 | UCCser 15 |UACTyr 42 | UGCcys 55
UUALeu 13 UCAser 13 | UAAstp 62 | UGAstp 30
UUGLeu 13 | UCGser 15 | UAGstp 8 UGG Trp 100
CUULeu 11 |CCUPro 17 | CAUHiIs 57 | CGUArg 37
c CUCLeu 10 | CCCpPro 17 | CACHis 43 | CGCArg 38
CUALeu 4 CCAprro 20 | CAAGlIn 45 | CGARArg 7
CUGLeu 49 |CCGpro 51 | CAGGln 66 | CGGArg 10
AUU1Ile 50 |ACUThr 18 | AAUAsn 46 | AGUser 15
A AUC1Ile 41 | ACCThr 42 | AACasn 54 | AGCser 26
AUA1Ile 9 ACAThr 15 | AAALys 75 | AGAArg 5
AUGMet 100 | ACGThr 26 | AAGLys 25 | AGGArg 3
GUUval 27 | GCUAla 17 | GAUasp 63 | GGUGly 34
G GUCval 21 | GCCala 27 | GACasp 37 | GGCecly 39
GUAval 16 | GCAAla 22 | GAAGlu 68 | GGAGly 12
GUGval 36 | GCGala 34 | GAGGlu 32 | GGGGly 15

in-frame hexamer count Mark Borodovsky

Gene prediction in bacterial genomes-several conserved sequence motifs often
found in the regions around the start of transcription

Such sequence motifs are more elusive in eukaryotes
The approaches-prokaryotes-eukaryoyes

Exons-130 nucleotides-reliable peaks in the likelihood ratio plot while analyzing
ORFs-do not differ enough from random fluctuations to be detectable. Moreover,
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codon usage and other statistical parameters probably nothing in common in
splicing machinery recognizes exons

Topic # 81 Statistical Approach to Gene Prediction 3

Biologically oriented

Approach

Recognize the locations of splicing signals at exon-intron junctions
There exists a weakly conserved sequence of eight

nucleotides at the boundary of an exon and an intron (donor splice site) and a
sequence of four nucleotides at the boundary of an intron and exon (acceptor splice
site)

Splicing Consensus Sequences
5' Exon Intron 3' Exon

|
%GUAAGU CAG%

67 77 100100 60 74 84 S50 78 100 100 55

Numbers = Frequency (%)

Profiles for splice sites are weak-limited success Hidden Markov Model (HMM)
approaches that capture statistical dependencies between sites GENSCAN
developed by Chris Burge and Samuel Karlin. GENSCAN combines coding region
and splicing signal predictions into a single framework.

Splice site prediction-coding region  appear onone side of the site
Such statistics are used in the HMM framework.of GENSCAN that merges splicing
site statistics, coding region statistics, and motifs near the start of the gene
The accuracy of GENSCAN decreases for genes with many short exons or with
unusual codon usage

Topic # 82 Similarity Based Approached to Gene Prediction 1

A similarity-based approach-Previously sequenced genes Unknown genes in newly
sequenced DNA fragments Combinatorial puzzle-find a set of substrings (candidate
exons) whose splicing best fits the target Brute force approach-find all local
similarities

Each substring from the genomic sequence that exhibits sufficient similarity to the
target protein could be considered a putative exon Exon-flanking
dinucleotides AG and GT

Overlapping

Model a putative exon with a weighted interval in the genomic sequence,
parameters (I, r, w)

| is the left-hand position, r is the right-hand position, and w is the weight of the
putative exon “w”- local alignment score

Likelihood that this interval is an exon

A chain is any set of non overlapping  weighted intervals.
Total weight of a chain

A maximum chain
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Weights of all intervals are positive (w > 0)

Topic # 83 Similarity Based Approached to Gene Prediction 2

Model a putative exon with a weighted interval in the genomic sequence

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
5 . . i g a
-_.. - - ' - - »—
- 5 o i 12 ; : .
: o .
I j - . - Z -
- = —=
, :

IOIOIS|3|5|5|5|9|9I‘IOI10|15|15|15l17|l7|I7|20|

Five weighted intervals, (2, 3, 3), (4, 8, 6), (9, 10, 1), (11, 15, 7), and (16, 18, 4),
shown by bold edges, form an optimal solution to the Exon Chaining problem. The
array at the bottom shows the values si, S, . . . , Son generated by the
EXONCHANING algorithm

Topic # 84 ORF Prediction

ORF (Open Reading Frame)
Gene finding, especially in prokaryotes starts form searching for open reading frames (ORF)

An ORF is a sequence of DNA that starts with start codon “ATG” (not always) and ends with
any of the three termination codons (TAA, TAG, TGA)

Codingregions: exons, genes ] o
Here, in this figure we see

gene1 . gene2 .
Intergenic, prokaryotes a comparison between
N s J prokaryotic and

eukaryoticcells.
Prokaryotes maybe

exori _ exaz bacteria or some related
I """ [ eukaryotes organisms whereas rest of
the organisms is classified
in eukaryotes.

open reading frame (ORF)

Gene1l

If we look into the

prokaryotic situation, we
have different genes which are separated by Intergenic regions and these ORF can be spanning
these two genes whereas in case of the eukaryotes, we have only one gene, we have exonl and
exon2 whereas the ORF spans cross these different exons.
So on the top (in the figure), we have the longer ORF whereas in the bottom we have a shorter
one as compared to the genome size those shorter ORF which are actually spanning different
exons.

ORF and gene finding:

— OREF provide important evidence in gene finding.

— Generally longer ORFs are preferred.

— However presence of ORF not necessarily means the region is translated to a functional
product
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Reading Frames:

Depending on the start point, we can define different ORFs, so if we want to go for those
triplet codons, we can start with any nucleotide, in this way we have three different
possibilities for one of the strands and since we have two strands in the DNA, so in total we
can have six ORFs (so 3 of them are from 3’ to 5’ direction whereas the other 3 are from 5’ to
3’ direction).
*Three on forward
strand and three on

Six Frame translation complementary strand

+3" 'GGTTTGGGA wws
+2 TGGTTTGGGA ===
+1ATGGTTTGGGA wws

This is how those 6
OREFs looks like.

9’ -ATGGTTTGGGAACCGAAGTCAATT-3’
3'-TACCAAACCCTTGGCTTCAGTTAA-Y’

== GCTTCAGTTAA-1
== GCTTCAGTTA -2
== GCTTCAGTT -3

So, there are the six
frame translations (in
this picture).

We observe that we
have a top strand which
is-a forward strand and

! starts.at 5’ end and ends
at 3’ end.

A complementary runs in an anti-parallel fashion which starts with3’ end and ends at 5’ end.

So, how can we get the reading frames out of it?

We can start with the position number 1 on the first strand and we label it as +1 (as shown), in
this way we can start with A, and have triplet codons like ATG, GTT, TGG and so on.

In the second strand or second possibility (denoted by.+2), we can start from the position
number 2, so this frame starts from the second nucleotide like T and makes a triplet codon as
TGG, TTT, GGG and so on.

So this how the third strand (3™ possible. ORF; denoted by +3), where it starts from the
position number 3 can be made. We don’t start with the position number 4 because it will be
same as the position number 1.

Similarly, we can do.like this for the opposite direction strands with the possibility of position
number 1, 2 and 3.

So, this how the 6:ORF are made.
Conclusions:

An ORE is a sequence of DNA that starts with start codon “ATG” (not always) and ends with
any of the three termination codons (TAA, TAG, TGA) and there are 6 reading registers as far
as the ORFs are considered from the sequence.

Reference:

Biological Sequence Analysis

R Durbin, S Eddy, A Krogh and G Mitchison
Cambridge University Press, 1998.
Bioinformatics The machine learning approach
P Baldi and S Brunak

The MIT Press, 1998

Post-Genome Informatics

M Kanehisa
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Oxford University Press, 2000

Topic # 85 ORF Finders

ORF Finding:
Long ORF may be a gene.

Genes are longer than this.
We might scan for ORF longer than a threshold

Codon usage and likelihood ratio:

Expected 64/3 ~ 21 codons before we see a stop codon.

An ORF is more ‘reliable’ if it has ‘likely’ codons
We can do sliding window calculations (focus on some nucleotides like for example if

the segment is 1000 long, we can make a window of say size 50 and we can:look into
the frequencies of different codons in that window) to ORF having ‘likely’ codon

usage.

peaks

An improvement may be;

In-Frame hexamer count

i.e. frequencies of pairs of consecutive .codons.
ORF Finders:
Tools are mainly based on pattern finding algorithms

1. NCBI’s ORF Finder
2. ORF Investigator
3. OrfPredictor

ORF Finder (Open Reading Frame
Finder)

Enfrez

-
<3 NCBI
PubMed

NCBI q

Tools
for data mining

Taxonomy Structure

The ORF Finder (Open Reading Frame Finder) is a graphical analysis
tool which finds all open reading frames of a selectable minimum size
in a user's sequence or in a sequence already in the database.

This tool identifies all open reading frames using the standard or
alternative genetic codes. The deduced amino acid sequence can be
saved in various formats and searched against the sequence database
using the WWW BLAST server. The ORF Finder should be helpful in
preparing complete and accurate sequence submissions. It is also
packaged with the Sequin sequence submission software.

Enter Gl or ACCESSION| |

or sequence in FASTA format

submission support
and software

FTP site
download data and
software

gtgcccaagetgastagegtagaggegttiteatcattt
gaggacgatgtatza

An ORF is more ‘reliable’ if it has ‘likely’ codons
However average vertebrate exon length (130 nucleotides) is too small for reliable

If you go to NCBI webpage, the ORF
Finder is there.

You can place you sequence into the
text box and upload it while simply
clicking onto the ‘OrfFind’ button.
You can even grasp the sequence
automatically by writing the accession
number in the space give after the
word ‘ACESSION’.
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s~ When you click “OrfFind’, it
| : : : | will take you to this page

= where there are different
' : ! registers or ORFs (explained
, T 1 inthe previous lecture).

|2 Fasta nucleotide | ViewAll | Redraw ‘

| [ |
Length: 17 aa
Alternative Initiation Codons

The steric (*) here means that
the protein synthesis stops
here.

1 =ztgcccaagctgaatagcgtagagggpttttcatcatttgaggacgatgtataa 54
M P K L NSV E GF S5 S5 F EDDV *

Conclusions:

— ORF providesimportant evidence in gene finding.

— Generally longer ORFs are preferred.

— However presence of ORF not necessarily means the region is translated to a functional
product

TOPIC 86 Translation Start Site (TSS)

Translation Start Site (TSS)

Translation starts with ATG that codes for methionine in a polypeptide

GCOATGGCGA. ...

Here, in this example shown in the figure, we have those
ACGATGCTGT... TSS in the middle (it’s actually a file where sequences are
aligned with one another), we look deeply, we can see that
GAGATGGTAC ... their neighbors are C and G which are most frequently
seen (if not always). We might use these neighbors to

AGGiATG‘iEGCT “es identify the presence of these TSS.

Assumption:

— Certain.nucleotides prefer to be around TSS than others.
— The “biased” nucleotide distribution is information is a basis for translation start
prediction

Coding Potential:

Hexamer frequencies in coding versus non-coding regions may provide important insights
Frequency of X(A,G,C,T) at position i is

Fi (X)=X log(Ci (X)/Ni(X))(frequency of any nucleotide can be found by taking the sum of
thelog of ratio of the counts of theparticular nucleotide in that particular position divided by
the total)

*where c is the counts.
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Frequency table (Biased Nucleotide distribution)

ATG
A'17.36,19.01,17.36 JBUTOJ28.93,15.70, 21.49,23.14,19.83,21.49,25.62,15.70,
C 16.53,28.93 57,85, 5.79]30.67050.41] 22.31[38:84) 23.97,27.27,31.40,38.2,
G 46.28,20.75,19.01 JRGRY14.88,26.45, (IR 23,97, SRB0.0805.62,20.75,
T0.83,22.31, 5.79, 2.48,16.5, 7.44, 13.22,14.05,22.31,19.01,17.36,16.53

CA

2 AATG+3 +4 +5 +6

CC GCGG

Based upon
the
frequency
equation,
we can
come up
with a
frequency
table as
shown in
the figure.

The
frequencies
shown here
indicates

that you have the presence of true TSS here or you can expect that there are some

Transcription Start Sites (TSS) here.

You can observe that on different positions like -4, -3, -2 and -1, similarly at +3, +4,+5, and +6

you have which nucleotides and what are their percentages (in the table).
Example

Which one is more probable to be a Translation Start?

CACC ATAGC
TCGAATG TT

Solution
We can use frequency tableand the scoring function as under;

Si=Z log (Fi (X)/0.25)

-frequency from the:frequency table divided by the expected frequency and then we convert it

into log scale because we want to play with big numbers.

We can call this.equation as.thelnformation Content (IC)

Frequency table (Biased Nucleotide distribution)
ATG

AL7.36,19.01,17.36[48:76]28.93,15.70, 21.49,23.14,19.83,21.49,25.62, 15.70,
C16.53,28.93 ST.85] 5.79,30.67,50.41, 22.31,38.8¢,23.97,27.27,31.40,38.02,
G46.28,29.75,19.01,42.98,14.88,6.45, 42.98,23.97,33.88,32.23,25.62,29.75,
TO.83,22.31, 5,78, 2.48,16.53, 7.44, 13.22,14.05,22.31,10,01,17.%6,16.53)

4 -3 2 A4 43 +4 +5 +6

CA

Here, is our
frequency table,
we pick the
frequencies
from here.
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CACCATAGC TCGAATGTT

And we add those
log (58/0.25) + log log (6/0.25) + log (6/0.25) frequencies here in the
(49/0.25) + log (40/0.25) + +log (15/0.25) + log equation.
log (50/0.25) + log (7/0.25) + log (13/0.25) + So, in this way we get a
(43/0.25) + log (49/0.25) log (14/0.25) positive number in the end,
=13.69 =0.44 so we have 13.69 on the left

side whereas we have 9.44 on
the right side.

So, which sequence has the strong evidence to have a translation site. In our case, we will
prefer the one with higher value so its probably the green sequence.

Algorithm:

> Build a mathematical model, based on collected translation start sequence

» For each candidate translation start sequence, apply the model and get-a score

» If the score is larger than zero, predict it is a “translation start”;the higher score, the
higher the probability the prediction is true

Conclusions:

» TSS prediction can be an important step in gene prediction
» TSS can be predicted while using the frequency of neighboring nucleotides

References:

Biological Sequence Analysis

R Durbin, S Eddy, A Krogh and G Mitchison
Cambridge University Press, 1998.
Bioinformatics The machine learning approach
P Baldi and S Brunak

The MIT Press, 1998

Post-Genome Informatics

M Kanehisa

Oxford University Press, 2000

TOPIC 87 Prediction of splice junctions

Splice Junctions:
Donor site

» Coding region | GT (introns starts)

Acceptor

» (introns ends)YAG | coding region
-Y can be any pyrimidine.

e Canonical form
e GT-AG: 99.24%

There are also some non-canonical forms.
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Like TSS, the flanks of splice junctions show “biased” distributions of nucleotides in certain
positions

» These biased distributions of nucleotides are the basis for prediction of splice junctions

Here, is the example where we can see we have the exon
then we have the donor site where we see a big GT (this
representation is known as sequence logos), then we have
the intron region which is followed by the acceptor region
which ends up with AG and then again a next exon starts.

|
XT,MTETTTZEZ?@E& Q vE_
acceptor

-

3 W exon

Sequence LOGOS:

— A visual representation of a position-specific distribution
— Easy for nucleotides, but we need colour to depict up to 20 amino acid proportions.

Overall height at position is proportional to the information content

» Proportions of each nucleotide/amino acid are in.relation to their observed frequency,
with most frequent on top, next most frequent below

Non Canonical Splice Junctions:

In addition to canonical GT-AG.(99.24%);
GC-AG: 0.69%

AT-AC: 0.05%

Others: 0.02%

Information Content (IC):

Si=Z log (Fi(X)/0.25)

— If every nucleotide has 0.25 frequency in a position, then the position’s information
content is ZERO.
— Use “information content as a criterion for determining the length of flanks
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Here, is the acceptor site
Accepter site prediction distributions and we can

-Em-nun_ observe that at position

number -2 and -1, there
127 95 26.2 6.3 100 000 214 are the presence of the

c 405 36.5 33.3 68.2 000 000 2.0 acceptor sites.
G 24 6.3 135 000 000 100 62.7 100% frequencies of A

and G, so these are
T/U 445 476 27.0 252 000 000 7.90 oredicted but if we look

into the neighbors like at
position -3, there are
mostly Cs.

Multiple positions have high information
content

Donor site prediction We can look into the
EEIEIEIER IR e
100% frequency for Gs and Ts,
34.0 60.4 9.2 000 000 526 71.3 we label them as'1and 2, and

C 363 129 33 000 000 28 76 different positions which-are
G 183 12.5 80.3 100 000 41.9 11.8 neighboring to them, we can
TIU 114 142 7.3 000 100 2.5 93 include 10 or 15 neighbors.

Multiple positions have high information
content

Algorithm:

Mathematical model: Fi (X): frequency of X{(A, C, G, T) in position |
Score a segment as a candidate donor/acceptor Site by

Zlog (Fi (X)/0.25)

For each candidate sequence, apply the model and get a score

If the score if larger than zero, predict it is “donor/acceptor”; the higher score, the higher the
probability the predictioniis true

Conclusions:

Like TSS, the flanks of splice junctions show “biased” distributions of nucleotides in certain
positions

* These biased distributions of nucleotides can be used for prediction of splice junctions

References:
Biological Sequence Analysis

R Durbin, S Eddy, A Krogh and G Mitchison
Cambridge University Press, 1998.
Bioinformatics The machine learning approach
P Baldi and S Brunak

The MIT Press, 1998

Post-Genome Informatics

M Kanehisa

Oxford University Press, 2000
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TOPIC 88 Prediction of Exons

Introduction:

Exons can be predicted within ORF from the information gathered about
» splice junctions

Approach:

For each segment [acceptor, donor], we get three scores (coding potential, donor score,
acceptor score)

Various possibilities

— all three scores are high — probably true exon.

— all three scores are low — probably not a real exon.
— all in the middle -- 2.

— some scores are high and some are low -- ??

So here, we can get the evidence by the help of that information which we gathered from those
splice sites.

Prediction:

Collect a set of exons and non-exons

Score them using our scoring schemes

Plot them as follows

“draw” a separating line between exons and non-exons

YV VYV

Linear Discriminate Analysis:

— linear discriminate analysis (LDA) finds an optimal plane surface that best separates
points that belong to two classes.

— For example, if there are ten true exons and ten introns, and two feature.

— These samples could be represented by 20 points in a two-dimensional space.

— LDA would compute.a straight line through the space that can best separate the two
classes with the minimal classification error

Prediction
Codingregions Non-coding

For example, if we
look into this picture,
there is the coding

T region and the non-
X+b, coding region and
. " there is a line in the

middle that tries to
separate these two
which helps in
discrimination.

We can draw a
central line or linear
regression line, we
can see the equation
over there and by drawing this line we can have the prediction, this line fits in such a way that
it fits into most of the data points.
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If we don’t know about data point, we can predict it while using this prediction line (angular
line in the figure).

Conclusion:

» Collect a set of exons and non-exons

» Score them using our scoring schemes

» Plot them as follows

» “draw” a separating line between exons and non-exons
References:

Biological Sequence Analysis

R Durbin, S Eddy, A Krogh and G Mitchison
Cambridge University Press, 1998.
Bioinformatics The machine learning approach
P Baldi and S Brunak

The MIT Press, 1998

Post-Genome Informatics

M Kanehisa

Oxford University Press, 2000

A genome sequence is useless without.annotation
Three steps in genome annotation:;

* Find features not associated with protein-coding genes (e.g. tRNA, rRNA, snRNA,
SINE/LINE, miRNA precursors)

A genome sequence is.useless without annotation

Three steps in genome annotation:

 Build models for protein-coding genes, including exons, coding regions, regulatory
regions

A genome sequence is useless without annotation
Three steps in genome annotation:
» Associate biologically relevant information with the genome features and genes
Ab initio methods:
Based on sequence alone
» Gene prediction algorithms (e.g. AUGUSTUS, Glimmer, GeneMark)
» RepeatMasker(repeat families)
Evidence-based Methods:

* Require transcriptome data for the target organism (the more the better)

» Align cDNA sequences to assembled genome and generate gene models:
TopHat/Cufflinks, Scripture
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Biological Annotations:
BLAST of gene models against protein databases
» Sequence similarity to known proteins
» InterProScan of predicted proteins against databases of protein domains
— Pfam, Prosite, HAMAP, PANTHER, ...
» Mapping against Gene Ontology (function of those genes) terms
— GO terms
— BLAST2GO

Pattern Finding:

— Much of the data processing in bioinformatics involves searching and recognizing
certain patterns within DNA, RNA or protein sequences.

— In Biology it means finding motifs in DNA or proteins while in computational means it
is finding a pattern in a string

Conclusions:

After a genome is assembled, genome annotations are performed to identify .gene and other
features in a genome

Vocabulary:

— A pattern (keyword) is an ordered sequence of symbols .
— Symbols of the pattern and the searched text are chosen from a predetermined finite set,
called an alphabet (%)

Four Cases of Pattern Finding:

— Look for a perfect match

CGTA
CGTA

— Allow errors due to substitutions

CGTA
CGGA

— Allow errors due to insertions-deletions

(InDels).

C_GTA
CCGGA
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Rank possible matches according to a weight function and keep matches above a certain

threshold

Four Cases of Pattern Finding:

1 and p2 tw tt f length 5 CTCTA
p1 and p2 are two patterns of leng CCGGA

« Wis the weight of complete patterns defined
via a nucleotide-nucleotide weight function w()

5
Wp1,p2) = ) wip1lil,p2[i)
i=1

Generalized Algorithm:

Goal: Finding all occurrences of a pattern in a text
Input:

Pattern p = [p1...pn] of length n

Text t = [tl...tm] of length m

Output:

An indication that pattern P exist in T

or it does not exist in text T

Indexo 1 2 3 45 6 7 89 1011 12 13
Text:la|t [alclalat lalt [alc|at |a|

Pattern: alt |a|c|a |t

Here P is a substring of T i.e., P=T[7,...,12]

from 0 and ending at 13), and the pattern length is 6.

For every pair, aligned
together, we come up with the
weight function and in the end
we combine all those weight
functions

Here we are using arrays of
data structure, so we have text
in those arrays and the indexes
are the positions of those
letters.

The total length is 14 (starting

So, the pattern matches on the seventh index, so what we will get in the end is that P is a

substring of T, starting from 7th index to 12th.

Conclusion:

Pattern searching.algorithms search specific sequences in strands of DNA, RNA and proteins

having.important biological meaning

TOPIC 91 Pattern Finding Algorithms

Methods Devised for Pattern Finding:

> Exact searching methods

» Approximate searching methods
» Position weight matrices

> Suffix trees

Exact Pattern Matching:

— Given a pattern p of length m
— and astring or text T of length n (m <n)
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— Find all the occurrences of pin T

The matching needs to be exact, which means that the exact word or pattern is found
Exact Pattern Matching Algorithms:

» Naive Brute Force algorithm
> Boyer-Moore algorithm
» Knuth Morris Pratt algorithm

Approximate Pattern Matching:
Also referred as approximate string matching or matches with k mismatches or differences
Also referred as approximate string matching or matches with k mismatches or differences
Given: a pattern p of length m

and

a string or text T of length n (m <n)

Find: all the occurrences of substring X in T that are similar to p, allowing a limited number,
say k different characters in similar matches

Approximate Pattern Matching Algorithms

— Dynamic programming approach
— Automata approach
— Filtering and automation algorithms

Position Weight Matrices:
Also known as position specific scoring matrices (PSSM)

* A matrix representing the frequencies of residues observed for a position in multiple
alignment

Suffix Trees:

It is a compressed tree containing all-the suffixes and allows many problems on strings to be
solved quickly

Conclusions:

» . Exact searching or pattern matching methods

» Approximate searching or pattern matching methods
> Position weight matrices.

»  Suffix trees

Introduction:
Also known as exhaustive search algorithm

> All the possibilities are explored and the best one is chosen
> For the task with many possibilities brute force will take too much time

Working:

» Searches patterns by going through the whole sequence nucleotide per nucleotide.
» Always shifts the window by exactly one position to right
> Requires 2n expected text character comparisons
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When a mismatch the comparison stops and starts again by moving the pattern one position
forward

Algorithm:

Brute Force(T,P)
n length[T]
m length[P]

For s 0 to n-m
Do if P[1..m]= T[s+1...s+m]
print “pattern occurs at position” s+1

Here, Brute_Force is the function which has two arguments (T= text and P= pattern) where n
records the length of T and m records the length of P and we start with a for loop which goes
from 0 to n-m, say for example we have ‘T’ which is of length 10 and ‘P’ which.is of'length 5
so it starts from 0 and will go till 5.

Do if P[1..m]= T[s+1...s+m]

This line is where we are saying that nucleotide number 1 of the pattern and we go up to its
whole length. In case of the text, we started with 0, so we add one over here, s0.0+1 i.e. the 1%
nucleotide is compared till the last nucleotide.

So, if we find the occurrence of the patterns we will put that in.the print statement and s+1 will
give its position.

working

Indexo 1 23 45 67 89 1011 1213 Indexo 1 2 3 45 67 891011 1213

Text:a t [acJalalt [alt [alc]alt || Text:alt alcfajalt altfalclaft o]
L1 x X
altfalclalt] Patten altlafefalt]
6th character 1st character mismatches
mismatches
working working

Indexo 1 23 4567 89101 1213

Indexo 1 23 45 67 891011 1213
Text:alt ajclajaitajtaclajt]a]

Text:alt [alcalalt [at [alc]a]t [a]

2M character mismatches Here P is a substring of T i.e., P=T[7,...,12]

working
As a result, we find that sequence T contains the
pattern p with a movement s equal to 6
Sequence
la |t [a|c |aat |a|t |a|c Iai 't |a |
Pattern |a |t |a |c |a |t |
the pattern p is inside T at 8" position

Drawback:

The repetitive use of residues in comparison leads to runtime of O(mn), which makes it very
slow
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Conclusion:

Brute force is an exhaustive search method that takes long time as it does nucleotide by
nucleotide comparison

TOPIC 93 Knuth-Morris-Pratt Algorithm \

Introduction:
A linear time algorithm for string matching

+ Does not involve backtracking on string s i.e., repetitive comparison of nucleotide
residues

Components:

*  The Prefix Functidi
The KMP Matcher

The Prefix Function II:

Encapsulates knowledge about how the pattern matches against shifts of itself
* This information can be used to avoid useless shifts of the.pattern ‘p’
» This enables avoiding backtracking on the string S’

The KMP Matcher:

Given: string ‘S’, pattern ‘p’ and prefix function ‘TP’

Find: the occurrence of ‘p’ in ‘S’

Return: the number of shifts of ‘p’ after which occurrence is found

Compute-Prefix-Function (p)
1 m < length|p] /I’'p’ pattern to be matched

2 M1 <0

3 k<0

4 forg €< 2tom

5 do whilek > 0 and p[k+1] != p[q]
6 do k < IM[k]

7 If p[k+1] = plql

8 then k < k +1

9 MNgq] < k

10 return N

The KMP Matcher (S, p)
n < length[S]
m < length[p]
M < Compute-Prefix-Function(p)
q< 0 /inumber of characters matched
fori< 1 ton Jiscan S from left to right
do while g > 0 and p[g+1] != S[i]
do q < IN[q] //mext character does not
match

if p[lg+1] = SIi]
thenq < q + 1 Ifmext character
matches

0w NOOLWNA
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The KIMP Matcher (S, p)
10 ifg=m flis all of p matched?
11 then print “Pattern occurs at position”
i—m-+1
12 q< nN[ql] //look for the next
match

Conclusions:
A linear time algorithm for string matching

» avoid useless shifts of the pattern ‘p’

» Does not involve backtracking on string S
Topic 94 Knuth-Morris-Pratt Algorith

Components

- The Prefix
Function

- The KMP Matcher

Compute-Prefix-Function (p)

2 NM[1] < O

3 k< O plal|t |la|t |a|c | a
4 forq €< 2tom Mo

5 do while k = O and p[k+1] = p[q]

5 do K e-T1K] Initially:

7 If p[k+1] = p[d] Sy ;ength[p] =7
8 then K €< kK +1 n[1] =0

9 MNq] < k K=0

10 return I'l
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Compute-Prefix-Function (p)

1 m € length[p] ql1(2(3(4(5|6|7
2 MN[1]€0

3 ke plajt |a|t |a|c|a
4 forq€2tom nojo

5 do while k > 0 and p[k+1] != p[q]

6 QKT gt a) ke

7 If plk+1] = p[q] 0+1] #

8 thenk <k +1 Rigtarets.
9 MN[q] €k 12]=

10 return 1

Compute-Prefix-Function (p)

1 m < length[p] q|1]2|3]4|5|6]|7

2 M€ alt lalt |la|c|a

3 k€0 P

4 forg€&2tom M0j0|1

5  dowhile k>0 and p[k+1] != p[q]

6 do k < M[k] Step2:q=3,k=0,

7 Ifplk+1] = p[q] p[0+1] = plq;]

8  thenk €k +1 = ey
K=0+=1

9 r'l[q]ék n[3]=1

10 return [T
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Compute-Prefix-Function (p)

1 m < length(p] q|1(2(3(4|5(6|7

2 MM1]<0

v plalt lajt |a|c|a

4 forg&e2tom Mojoj12

5 do while k > 0 and p[k+1] = p[q]

6 dokél'lLk] Step3:q=4,k=1

Ao el Y T

8  thenk €k +1 ke Ly
K=1+1=2

10  return [T

Compute-Prefix-Function (p)

1 m < length[p] q|1(2(3(4]5(6|7

2 M1 €0 alt jajt|a|c|a

3 k€0 P

4 forg&e2tom Mo0j0j123

5 do while k > 0 and p[k+1] != p[q]

6 dok€llk  step4:q=5k=2

7 If p[k+1] = p[q] [2+1] = p[qs]
Y PLds

8 then k € k +1 K=2+1=3

9 M[q] € k &

10 return Tl el =3
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0

ompute-Prefix-Function (p)

1 m < length[p] ql(1[2[3|4|5]|6]|7
2 IMN[1]< 0O
3 k<O pla|t ([a|t |[a|c |a
4 forq < 2tom niojoj12|3|1
5 do while k > 0 and p[k+1] != p[q]
o 90 ks 1 Step 5: q=6, k=3
7 If p[k+1] = p[q] p[3+1] # plgel]
8 then k €< k +1 — =
K=T1[3]=1
9 M[q] < k rngej = 1
10 return I'l
Compute-Prefix-Function (p)
1 m < length[p] ql1]|2|3|4|5|6|7
2 INM[1]< O t t
3 k<O plelt 9> 18119
4 forg< 2tom nojoj1j2[3j1|0
D do while k > 0 and p[k+1] != p[q]
6 ok <-I Step 6: q=7, k=1
7 If p[k+1] = p[q] [1+1] # pla,]
o] PLg7
8 then k €« k +1 K=r[1]=0
9 Mq] < k
10 return I n71=o0

Conclusions

- The Prefix
Function l—I

- The KINVIP Matcher
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Topic # 95 Knuth-Morris-Pratt Algorithm

Components
The KMP Matcher (S, p) L
€ longths] * The Prefix I-I
€ gt Function

IT & Compute-Prefix-Function(p)
g € 0 //number of characters matched é The KMP Matcher

fori € 1ton //scan S from left to right

do while q >0 and p[g+1] != S[i] //if next character does not match

~N o o B~ w NP

do q < I[q]

8 if p[g+1] = SJi] //next character matches
9 theng<&qg+1l
10 ifg=m /fis all of p matched?
11 then print “Pattern occurs at position” i—m+l
11 g < II[q] //look for the next match

Let us execute the KMP algorithm to find whether ‘p” occurs'in ‘S’.

For ‘p’ the prefix function, IT was computed previously.and'is as follows:

q 1 2 3 4 5 6 7
p a t a t a c a
I 0 0 1 2 3 1 0

Initially: n = size of S = 15;
m=sizeofp=7

Step 1:i =1, g =0 comparing p[1] with S[1]

t a |c |t a |t a a |t a |c |a
T plalt (a|t |a

P[1] does not match with S[1]
‘P’ will be shifted to the right as i increments
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Step 2: plg+1] : SJi]
i =2, q=0 comparing p[1] with S[2]

S|t |[a|c |t |[a|t |a|t |a|t |a|c |a |a |t

if p[q+1] = S[i]

P |a|t |la|t |a|c |a thenq < q+1
P[1] matches S[2]
q=0+1 =1
pla|t t |la|c|a
o |o |1 3110

Step3: i=3,q9=1 p[q+1] : S[i]
p[2] does not match with S[3]

S|t lalc|t |[a|t |a|t |a|t |a|c |a |a |t

T q>0and
ailt |a|t |a|c |a plq+1] != SJi]
P do q < M[q]

Backtracking on p, comparing p[1] and S[3]
because after mismatch q=[1]=0

plalt|a|t |a|c|a
Moo |(1f2(3(11(0
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Step 4: i =4, =0
P[1] does not match with S[4]

st [alc [t Jat [a]t [a ]t [a |c [a|a |t |

p |alt [at]ale]a]

Step S: i=5,g=0
PrL[1] matches with S[5]
s [t [alec |t [a|t |[aft]a |t [a]c jaa |t |

P |a|t |a|t |a|c|a| q=1

Step 6: i=6,qg=1
PrI[2] matches with S[6]

[t Ta [c [t |8t [a [t [aft [a]c [aa ]t |

S
o Bl [ s c]=] a-z
Step 7: i=7,q=2
PI[3] matches with S[7]
t Jalc [t [Bll=[t [a]t [a]c[a]a]t
S
P -a t a |c |a q=3
Step 8: i=8,q=3
p[4] matches with S[8]
t act_tat a|c ([a |a |t
S
p ENENEN: [=[c[=] a-4
Step 9: i=9, q=4
PI[S5] matches with S[9]
tacb—atacaat
S
» ENENENEN-[c (=] a=5
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Step 10: i=10,qg=5
PI[6] does not match with S[10]
t a|c |t a |t a |t a |t a |c |[a |a |t
S q > 0 and
pla |t |a|t |a|c |a pig=11 = Sl

q < l'l[q}

Backtracking on p, comparing p[4] with S[10]
because after mismatch q =T1[5] =3

plal|t |[a|t |a|c |a
njojof(1 |2|3|1 1|0

Step 11: i=11,qg=4
pI[5] matches with S[11]

Step 12: i=12, =5
PI[6] matches with S[12]

[t [2[c [t [a [t ENENSNENENc [a [a [t ]
N ﬁ
P c [a |

Step 13: i=13, =6
PIL[7] matches with S[13]
[t [a]c |t [a ]t a [t |
S
g=7=m P

Pattern ‘p’ is found completely in string S’
The total number of shifts that took place for
the match to be found are:
i—mm =13 — 7 = 6 shifts
Complexity

» +0(m) - It is to compute the prefix function values.
> O(n) - It is to compare the pattern to the text.
» Total of O(m + n) run time.

Advantages

» The running time of the KMP algorithm is optimal (O(m + n)), which is very fast
» The algorithm never needs to move backwards that makes the algorithm good for
processing very large files

Drawback

» Doesn’t work so well as the size of the alphabets increases Conclusion

» A fast linear time algorithm for string matching
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96.Scoring Scheme

Scoring System: Introduction:

» Total score assigned to an alignment is sum of terms for each aligned pair of residues,
plus terms for each gap

2 S(xiy;) +d
d = linear gap penalty
Simple Alignment Scores:

« Asimple way (but not the best) to score an alignment is to count 1 for each.match and 0
for each mismatch

Simple Alignment Scores

CGEGAGGCACAAMCGEGTCE

il 11l BEREN

CEATGGCADNMGERCEEG T C D

—Score:- 12

AT T OGN GCA N, T CDLG S

| 11 I |

BACEGATGGCALRGERCEGTCRAG

—>Score: S

Scoring or Substitution Matrices:

» Used for scoring amino acid substitutions in pairwise alignments
» They reflect substitution rates that are originated by evolutionary events

Some of the substitution matrices to compute sequence alignments are:

« PAM: Point Accepted mutations
« BLOSUM: BLOCK Substitution Matrix

Substitution Matrices:
Fora set of well known proteins:

+ Align the sequences
» Count the mutations at each position
» For each substitution set the score to the log-odds ratio

For each substitution set the score to the log-odds ratio

( observed )
expected by chance
Positive Score:

The amino Acids are similar, mutations from one into the other occur more often than expected
by chance during evolution

Negative Score:
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The amino Acids are dissimilar, mutations from one into the other occur less often then expected
by chance during evolution

- EIERN Log Odd PAM 250 Matrix
BEEEE—-2 . 3
IOl -3 - 0 6
BG—3 - 0 —: 1 5>
Asnl -+ . 0 —-. 0 O] 27
DASpP—-5 0 0 —. O 1| 2 3 ~_
EGlu-5 0 0 -1 0 0/ 1 3 3™~
s -2 -1 ¢ 0-1]1 2 2 s\
EREs—-3 - -1 o0-1-2] 2 1 3|60
RAmgl -+ 0-1 0-2-3| 0-1-1 1 2 6 ~_
CLysi—-3 0 O 1-2/ 1 0 0 1 0 3 357
-5 —2 —) —2—-1-3[-2—-3-2-1-2 0 ¢] 6>\
g2 -1 0 —2-1-3-2-2-2-2-2-2-2 2 5
—6 =3 =2 =3=2=4/=3 =4 =3 =2 =2 =3 =3| <+ 260
-2 -1 0 —-. Q0=1|=-2=2=2=2=2-=2-=2| 2 S 2" 5N
B—%—3 =3 —5—4—5|-4—-6—-5—5—2 —< -3 22— 9 -
0—-3-3-5-3-5-2—-4—3—35 00—+ —<-2 7 WS
: Q

—~8 =2 =3 6= ~T|~4~7 -7 -5 -3 2 [
IC' S T P AGNDERQHTR RIEKMILVFYW

Raw score of an
alignment:
TP E A

AP GA

Score: 1+6+0+2=9

Conclusion

» Substitution matrices are the log-odds matrices used for scoring amino acid substitutions
in pairwise alignments

97.Substitution Matrices

Introduction:

+  Substitution scores can be derived from probabilistic model

Notations:

» Letapair of sequences x and y of length n and m
» Xi be the ith symbol in x y; be the jth symbol iny
» Symbols are from alphabet A

o A={ATG,.C}
» A={twenty amino acids}
» Symbols from alphabet be a,betc

Objective:

Given a pair of aligned sequences, we want to assign a score to the alignment that gives a
measure of the relative likelihood that the sequences are related as opposed to being unrelated

Unrelated or random Model R:

Letter a occurs independently with frequency gaand the probability of two sequences is the
product of probability of each amino acid

POYIR)=[" el 1ay;
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Match Model M:

— Aligned pairs occur with a joint probability pab.

— pabcan be thought of as the probability that the residues a and b have been independently
derived from some unknown original residue c in their common ancestor .

— The probability of the alignment is

POYIM)= [ [Py
— The ratio of two likelihoods can be calculated as;

P(x,y|M
P(X,yIR)

Odds ratio:

— The ratio of two likelihoods can be calculated as;

P(xyIM) = |_i|pxiyj _ Paiyj
P(x,y|R) I_iquiI—jlqyj : AxiCy;

— Logarithm can be used to have an additive score

S =2 S(xiyi)

where S(a,b) = log(pab/gagpb)
log likelihood of (a,b) as aligned vs unaligned pair
Dayhoff PAM matrices:

Dayhoff, Schwartz and Orcutt (1978) presented their famous PAM (Point accepted mutations)
using substitution data from similar proteins then extrapolating this information to longer
evolutionary distances

S(a,b) = log(pab/qadib)

incorporating the evolutionary time

S(a,b|t) = log P(bla;t)/gb

Since pap/da= P(bja)

Values are rounded to near integer for computational convenience

+  PAM250 is scaled by 3/log2 to give scores in third-bits

BLOSUM matrices:

— Dayhoff matrices do not capture true difference between short time substitutions and long
term ones.

— PAM matrices do not perform well in case of distantly related proteins.

— BLOSUM matrices are derived from set of aligned, ungapped regions from protein
families called BLOCKS database (Henikoff&Henikoff 1992).

— Sequences from each block was clustered together with score >L%.

— Matrices with L= 62 and L= 50 known as BLOSUMG62 and BLOSUMS50 respectively.
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— BLOSUMSG2 is good for ungapped alignments and BLOSUMA50 is good for gapped

alignments A c b BE F & H_—>
- P g o —z -1 —= (S
le] (] D -5 -4 -z -3 -3
D -z -3 = - —= —1 —1
= —1 —=a = 5 —= —2zZ
E —_—z —z —3= —= & —3
= (=] =3 — 1 =2 =3
H — = — 3
¢ Bf OSLAT 62

Conclusions

+  Substitution scores can be derived from probabilistic models

* PAM and BLOSUM are famous substitution matrices

98.0ptimal Algos

Introduction:
Finding the path whose total score is maximal will give the best sequence alignment

*  Two methods
— Local alignment
— Global alignment

Global Alignment:
It is an alignment that essentially spans the full'extents of input sequences

» Hence it covers the entire length of sequences involved

» The Needleman-Wunsch-algorithm finds best global alignment between two sequences

Local Alignment:

* It only covers parts of the sequences to be aligned
« Smith-Waterman algorithm finds the best local alignment between two sequences

Dynamic Programming:

. Dynamic programming is used to find an optimal alignment of two sequences and its
scores

« Itis a method by which a larger problem may be solved by first solving smaller, partial
versions of the problem

» Three steps in dynamic programming:
 Initialization
« Matrix filling (scoring)

Traceback (alignment

— Initialization: Create matrix with M+1 columns and N+1 rows where M and N
correspond to the size of sequences to be aligned

— Matrix filling:Fill the matrix with highest possible score
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— Trace back:Move from the last corner and follow the arrow

Conclusion:

» Dynamic programming is used to find an optimal alignment of two sequences and its
scores

99.Needleman_wunch Algos \

Introduction:
It performs global alignment on two sequences

* The algorithm was developed by Saul B. Needleman and Christian D. Wunsch and
published in 1970

Basic idea is

 to build up the best alignment by using optimal alignments of smaller subsequences

» It was the first application of dynamic programming to compare biological sequences
Steps:
Three steps

1. Initialization
2. Matrix filling
3. Traceback

Creating the Matrix:
Initial matrix is created with M+Lcolumns:and N+1 rows

*  Where M and N correspond to the length of sequences
Initialization:

» The cell of first row and first column of the matrix is initially filled with zero

» Add gap penalty foreach shift to the right

Initialization:
a. F(0O,0) =0
b. F(O0,j) =-jxd
c. F(i, 0) = -ixd
Matrix Fill:

» Move through the cells row by row, calculating the score for each cell
« Compute three scores:

— A match score

— Vertical gap score

— Horizontal gap score

» The match score is the sum of the diagonal cell score and the score for a match
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» The horizontal gap score is the sum of the cell to the left and the gap score

« The vertical gap score is computed analogously

Matrix filling: Filling-in partial alignments

Foreach i=1..._.. M
Foreach j=1...... N

{ F(i-1,j-1) +s(x;, v;), [case 1]
F(i,j) =maxqg F(i-1,j)—d, [case 2]
F(i,j-1)—d [case 3]

DIAG, if [case 1]

Ptr(i.i) = LEFT, if [case 2]

UP, if [case 3]

Traceback:

» The final step in the algorithm is the trace back for the best alignment

Start at the bottom-right corner

Follow where maximum value comes from

F(M, N) is the optimal score, and from Ptr(M, N) can trace back optimal
alignment

Y V V

Scoring Scheme:

» Scoring scheme introduced can be user defined

It contains specific scores for match and.mismatch residues as well as gap
Conclusions:

* Needleman and Wunsh Algorithm performs global alignment on two sequences using a
dynamic programming approach

100.Smith_waterman Algo

Introduction:

» Finds the best local alignment between two subsequences

Steps:
> Initialization
» Matrix filling
» Traceback or alignment
Algorithm Matrix filling: Filling-in partial alignments

Foreach i=1...... M

A . F h j=1.... N
1. Initialization: oreach j

(i-1,j-1) +s(x, y)), [case 1]
a. F(0,0) =0 Fi,j) =maxJF(i-1.j)+d, [case2]
b. F(0,j) =10 F(i,j-1) + d, [case 3]
c. F(i,0) =0 0 _

DIAG, if [case1]

Ptr(i,j)= LEFT, if [case2]

UP, if [case 3]

Trace-back:
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F(M, N) is the optimal score, and from Ptr(M, N) can trace back optimal alignment

Creating the Matrix:

Initial matrix is created with M+1 columns and N+1 rows

— Where M and N correspond to the length of sequences

Initialization:

First row and first column of the matrix is filled with zero

* Add the match or mismatch scores.diagonally

» Add gap penalties vertically and horizontally

» Replace the negative values by zero

G| O ©O O O] -
o ol ol ol o @

S @ O 4 P

o Ol Ol ©O| O] ©

g = Wl | O] ©| -

Wl ol N w o o @
;| N o] a0 O @

Traceback starts with maximum value in the matrix and then go backwards

TG |G |T |G
0 [0 |0 [0 [0 |O
A |0
T (0
Cc (0
G (0
T (0
Matrix Filling:
T
0O |0
A ([0 |0
T Te T/G|G
0 (0 (010
A 0 (0 (010
T T 0531
03 (210
Match=+5
Mismatch=-3
Gap penalty=-2
Traceback:
T G G T G
ﬁo 0 0 0 0 0
A 0“ 0 0 0 0 0
T 0 5 3 1 0 0
Cc 0 3 2 0 0 0
““
G 0 1 0 7 5 5
T 0 5 3 5 12 | 10
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Alignment:
_TGGT
ATCGT

Conclusion:

» Finds the best local alignment between two subsequences

Topic 101-102 DNA Sequencing

Magazine cut into millions of pieces. Problem of fragment assembly in DNA sequencing Short 500 to
700 nucleotide sequences per experiment, Assembling entire genome reassembling the magazine Both
problems are complicated by unavoidable experimental error. The data are frequently incomplete. DNA
sequencing methods-Fred Sanger and Walter Gilbert. Cells make copies of DNA DNA fragments of
different lengths- if one base is missing.

ACGTAAGCTA
T is missing T TR,

ACG ACGTAAGC

ACGTAAGCTA
G is missing 7= R
AC ACGTAA

For A and C missing, will also result in DNA fragments
by length. Each of four starvation experiments produces
a ladder of fragments of varying lengths called

the Sanger ladder

Sequencing of a 5386- nucleotide virus, DNA sequence data, Human Genome Project , 3
billionnucleotide sequence;, DNA sequencing technology, Sequencing reads, Continuous genome,
DNA reading process, DNA sequencing machines, Single DNA fragment.

Shotgun sequencing

Sonicated, Inserts, Vector, Bacterial host, Cloning proce, DNA sequencing- inserts and
computational

Topic-103 DNA Array

Human Genome Project, Sequencing by Hybridization, DNA array (DNA chip) , Probes,
Hybridization, Weak chemical bond. DNA probes, Biochemical problem and the combinatorial
problem Science, SteveFodor and colleagues, Light-directed polyme synthesis —similarities to
computer chip manufacturing.

In Fig. An array with all 4' probes- 4 - | separate reactions Affymetrix-64-
kb DNA array in 1994 1-Mb or larger Probes- unknown target DNA-I-mer
composition Universal DNA array contains all 41 probes of length I .
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Topic-104 Sequencing by Hybridization

Unknown DNA sequence- length I , String s of length n, the I-mer composition is the multiset of n —
I + 1 I-mers in s and is written Spectrum(s, ).

If =3 and s = TATGGTGC, then
Spectrum(s, 1) = {TAT, ATG, TGG, GGT, GTG, TGC}
Lexicographic order, like ATG,GGT,GTG, TAT, TGC, TGG
Sequencing by Hybridization (SBH) Problem:
Reconstruct a string from its I-mer composition
Input: A set, S, representing all I-mers from an (unknown) string's

Output: String s such that Spectrum(s, I) =S

Topic-105- Fragment Assembly in DNA Sequencing

500- to 700-bp DNA reads Reconstruct the entire.genomic DNA sequence Fragment assembly
Error rate in DNA reads Sequencing errors, Assignments to read  Major problem-repeats in
DNA-

20% of human genome Alu sequence-million times Repeats occur at many scales Human T-cell
receptor locus-Trypsinogen gene«(4 kb).1 million Alu repeats ( 300 bp) and 200,000 LINE repeats (
1000 bp) 3 hillion-letter sequence 500-letter reads, large number of repeats.

106. Strategy for Sequencing

Strateqy for Sequencing

Clone into BAC, Sequenced each one-minigenome, Simplifies the computational assembly problem,
Human Genome project, Whole-genome assembly paradigm (James Weber and Gene Myers)Celera
Genomics Mate-pair reads sequencing technique.

Inserts of length L- both ends are sequenced, Mates at distance L- length is larger than most repeats
Most fragment assembly algorithms consist of the following three steps

Overlap: Finding potentially overlapping reads

Layout: Finding the order of reads along DNA

Consensus: Deriving the DNA sequence from layout Best match between the suffix of one read and
the prefix of another. Sequencing errors-Dynamic programming algorithm. constructing the layout is
the hardest step in fragment assembly. Whole-genome shotgun sequencing. Large number of reads to
ensure that experimental errors are reduced to minor noise.
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Topic-107- Protein Seguencing and Identification

Routinely sequenced proteins-Frederick Sanger-Nobel prize, Computational problem Edman
degradation reaction to chop off one terminal a.a, Sanger digested insulin with proteases
DNA sequencing “break-read the fragments-assemble”

Edman degradation reaction, 1960s protein sequencing machines were on the market DNA
sequencing technology Protein-Obtaining reads-problem Assembly- easy

108. Computational Protein Sequencing

Computational Protein Sequencing

Proteins produced in cell Sequence of previously unknown proteins. Proteins -biological system
and Range-Brain cells-Liver cells

De novo protein sequencing Protein identification Gedanken experiment Proteins constitute the
DNA polymerase

Protein sequencing and identification , Spliceosome , Matthias Mann and colleagues purified the
spliceosome complex

109. Mass Spectrophotometry

Programmed cell death, Survival factors, Developing nematode DNA sequence data Nervous
system- mutation in several genes, Mass spectrometry.

Mass spectrum of a peptide is a collection of masses of these fragments- Derive the sequence of a
peptide given its mass spectrum. For an ideal fragmentation process the peptide sequencing problem is
simple. The fragmentation process is. not ideal, and mass spectrometers measure mass with some
imprecision.

|

Protein
Trypsin |
Peptides
Tandem Mass Spectrometer l

Small fragments

110.111 Peptide Sequencing Problem

Amass spectrometer breaks a peptide p;p,- - p,
GPFNA GPENA
PFN PFNA, FNA, NA, A
GPFNA into GP and FINA , lose some small parts of
GP and FNA, fragments of a lower mass
&P might lose a water (H,0), and the peptide F1 4
might lose an ammonia (NH;). Mass of GP minus the
mass of water (1 + 1 + 16 = 18 daltons) , and the
mass of FNA minus the mass of ammonia (1+1+1+
14 = 17 daltons). Two different ion types

s GP GPF

{ D &
9,9 Qrr, Q9

Peptide fragmentation is characterized by a set of numbers A = {51, ..., dk} types of ions
The set of ion types. A -ion of an N-terminal partial peptide P; is a modification of P; that has mass
m; — &, The most frequent N-terminal ions are called b-ions (ion b; corresponds to P; with 6=—1) and
the most frequent C-terminal ions are called y-ions (ion y; corresponds to Pi” with 6 =19)
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De novo protein sequencing algorithms- invaluable for known, unknown proteins. Useful for complete
spectra Spectra far from complete, De novo peptide sequencing algorithms. If we had access to a
database of all proteins from a genome, then we would no longer need to consider all 20' peptide
sequences to interpret an MS/MS spectrum, but could instead limit our search to peptides present in
this database . Database search “the back of a book”, Experimental spectrum , Sequence of the
experimental peptide, SEQUEST algorithm — John, Yates and colleagues.

Protein Identification Problem:
Find a protein from a database that best matches the experimental spectrum.

Input: A database of proteins, an experimental spectrum S, a set of ion types , and a parent mass m.
Output: A protein of mass m from the database with the best match to spectrum S

Topic-113 Modified Protein Identification Problem

SEQUEST Algorithm

Exhaustive search approach
Virtual database
Potential modifications

Combinatorial problem

Modified Protein Identification Problem:

Find a peptide from the database that best matches the experimental spectrum with up to k
modifications.

Input: A database of proteins, an experimental spectrum S, a set of ion types A, a parent
mass m, and a parameter k.capping thernumber of modifications

Output: A protein of mass m with the best match to spectrum S that is at most k
modifications away from an entry in the database

Modified Protein Identification problem Piand P2- S: and S, Notion of spectral similarity
Shared peaks count;, Limitations in detecting similarities by database search.

Topic 114-Protein Structures

Background

Complex protein structures enable proteins to perform complex functions. We know over a million
protein sequences but only about 100,000 protein structures.

Why only 100,000 proteins for over million protein sequences

Estimating exact protein structures is very difficult. Its difficult to crystallize proteins. Even if we
manage to get protein’s X-Ray, to reconstruct the structure is extremely complex

Introduction

What if we could somehow predict protein structures?
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* Since we know so many sequences, they can be used for predicting protein structures. This
indeed is possible and helpful.

The Basic ldea

1. Amino acids determine the protein structure
2. We have a large protein sequence dataset (uniprot)

Hence, we can fold protein sequences and predict their structures!
Why predict and why not exact solutions?

A deterministic solution of protein folding is a major unsolved problem in molecular biology!
Proteins fold spontaneously or with the help of enzymes or chaperones.

To predict we must first learn!

To computationally predict protein structures, we need to copy or mimic the natural folding! What
are the steps in protein folding and structure formation?

To fold we must learn the steps

Step 1: "Collapse"- leading to burial of hydrophobic AA’s
Step 2: Fluid globule - helices & sheets form, but are unorganized
Step 3: Compaction, and rearrangement of 2° structures
Conclusion

»  Protein structure prediction involves.learning how the amino acids in primary
sequence fold.

. Using this information, upon getting a protein sequence, we can try to
predict how it folds!

115. Predicting Secondary Structures

Background

Since the first step.in protein folding is the formation of secondary structures, we must evaluate
which amino.acids in.the primary sequence prefer which secondary structures?

» By looking at the structures in PDB, we know that Alanine mostly found in Alpha
Helices. So if we have several Alanines in the sequence, then we can anticipate that a
helix may be formed by them

Introduction

What if we survey the entire PDB and check the presence of each amino in each type of secondary
structure

« If we know which amino acid is found in which specific secondary structure,
then we can use it for prediction!

Amino Acid|[P, P, P,
Glu 151 0.37 0.74
Met 1.45 1.05 0.60
Ala 1.42 0.83 0.66
Val 1.06 1.70 0.50
Tle 1.08 1.60 0.50
Tyr 0.60 147 1.14
Pro 0.57 0.55 132
Gly 0.57 0.75 156

Conclusion
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»  Several algorithms have been designed to predict 2’ given an amino acid sequence
»  The first such algorithm was the Chou-Fasman Algorithm!

*  We will see it in the upcoming modules!

116. 2’ Structures in Chou Fasman Algorithm

Background

* For a primary sequence, and a tentative 2’ structure,propensity table can help us
compute the overall propensity

*  Product of propensity values is computed for overall propensity for each 2’ structure

Introduction

* An important point to note here is that 2’ structures are formed due to.hydrogen
bonding between amino acids

*  So, we need to consider the neighboring amino acids aswell!

5 P, P, P
: / b 3
Sequence:EM AV IYPG Cla __x'___.s,_ 03703
Viable 2’ Structures: Met 11.45 1.05 0.60
axaaBBRPB Ala (142083066
Val (1.06 1.70 0.50
aooaocaap.. He [1.081.60 0.50
Tyr 1069147 1.14
il aod.. 3
BBBBP Pro |0.570.55 132
Gly [0.570.75 1.36
Chou & Fasman
Very small number of 2’ structural {1274 & 1978}
combinations are left!
Conclusion

*  You only need to compute propensities for a small number 2’ structures

* The highest.net propensity will be the most probably secondary structure that will be
formed!

117.121 Chou Fasman Algorithm -

Only.a small number of combinations of secondary structures are possible due to their individual
properties..Such as.4 amino acids are needed to start an Alpha Helix and 5 amino acids for Beta
Sheet Note that besides the alpha helix and beta sheets, LOOPS are an other secondary
structure.

How can loops be integrated into predicting 2’ structures?

* Loops are small ~ 3-4 amino acids

MUHAMMAD IMRAN




1. Scanthroughthe sequence:E M AV IYPG
2. ldentify sequence regions where:
* 4out of 6 contiguous residues give a
P(a)>1.0
* Thatregionis declared as alpha-helix
* Extend helix to both sides until
4 out of 6 contiguous residues give a
P(a)<1.0
* Thatis declared end of the helix
Conclusion

*  For Alpha Helices, 4 contiguous amino acids are required
*  Their Alpha-Helix propensity should be more than 1.0

* Once this propensity falls below 1.0, Alpha-Helix stops

Chou Fasman Algorithm - 11

Background

Alpha Helices are formed from 4 contiguous amino acids having an Alpha-Helix
propensity over 1.0. The Alpha-Helix stops if this propensity falls below 1.0} Introduction

»  Once Alpha Helices are constructed, and concluded, the remaining amino acids can
be evaluated for Beta sheets and turns etc

* Let’s see how Beta sheets are evaluated using Chou Fasman Algorithm

1. Compute P(B) for contiguous regions of 5 Amino
Acids

2. From these regions, identify regions where:
= 5 contiguous residues have P(a ) > P(B)

= Thatregion is finalized as alpha-helix
Repeat this step for the full amino acid sequence to
finalize all possible alpha helical regions in the
sequence.

Conclusion

* . Alpha Helices can be finalized if their propensity is higher than the propensity for
Beta Sheets in regions of 5 amino acids

. For those regions where that is not the case, further evaluation is required

Chou Fasman Algorithm - 111

Alpha Helices were finalized if their propensity was higher than the propensity for Beta
Sheets in regions of 5 amino acids. For those regions where that are not the case, what should
be done?

We can evaluate such regions for Beta Sheets.

Let us see step by stop how to find a beta sheet and how to differentiate them from
alpha helices
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Scanthe sequence toidentify regions where: < 7
- 3 out of 5 amino acids have P(R)> 1.0 Regions where overlapping alpha-
helices and beta-sheets occurare

« Thatregion is declared as beta sheet declared helices if
» the average P(a-helix)> P(b-
« Extend beta sheetto both sides until sheet)for that region
4 contiguous residues average P(B)<1.0
» Thatis declared end of the beta sheet Else,a beta sheetis declared if
+ average P(b-sheet)> P(a-helix)

* Those regions are finalized as beta-sheets
which have average P(B) > 1.05 and the
average P(B)> P(a) for that region.

for thatregion

Conclusion

* Using the strategy of higher propensity, alpha helices and beta sheets can be
completely resolved

» Assignments for each beta sheet and alpha helix can be finalized

* But what about the loops?

Chou Fasman Algorithm - 1V

Background

. After computing the propensity of alpha helices and beta sheets, we need to
settle for loops

* Let’s see how can we find out the loopsusing Chou Fasman Algorithm

* Forany jth residue in sequence,we calculate
f(Total) = f(j) f(j+1) f(j+2) f(j+3) (tetrapeptide)

« If
1. f(Total) > 0.000075

2. the average value for P(turn)> 1.00 in the
tetrapeptide

3. the averages for the tetrapeptide are such
P(a-helix) < P(turn) > P(b-sheet),

Conclusion
»  Chou Fasman Algorithm helps predict Alpha Helices, Beta Sheets and Turns

+ The algorithm'is based on statistical occurrence of Amino Acids in known structures

* Chou Fasman Algorithm helps predict secondary structures such as Alpha Helices,
Beta Sheets and Turns. Step by step flowchart of the entire algorithm. Beta sheets
can be predicted from primary amino acid sequences
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Chou Fasman Algorithm — Flowvwchart |1

Scan A8 seguences

Beta Sheets
MIOWVKLFTPLEK AY

+ YEs Region is a Beta
Extend sheet in both Sheet
directions by 1 amino
acid T

Ves ves

T contiguous
AAS average =>1.05 & average

PIB) = Pla)?

Chou Fasman Algorithm — Flovwchart 11
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Beta Sheets
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Chou Fasman Algorithm — Flowchart 11

Alpha Helices
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Chou Fasman Algorithm — Flowchart 111

Beta Sheets
MNo
l Yes
‘

N,
=

Chou Fasman Algorithm — Flowchart 111

Aldpha Helices

e e =

a NN\ N’

Chou Fasman Algorithm — Flowchart 111

Beta Turns

*  Chou Fasman Algorithm helps predict secondary structures from amino acid
sequences. Step by step flowchart of the algorithm for extracting Alpha Helices

* Alpha helices, beta sheets and turns can be predicted using Chou Fasman Algorithm.
This algorithm is based on statistical analysis of amino acid occurrences in proteins.

Chou Fasman Algorithm — Improvements

»  Secondary structure propensity values of alpha helix, beta sheet and turns should be
recalculated with the latest protein data sets.
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Special consideration for:

Nucleation regions

Membrane proteins

Hydrophobic domains

Consider variable coil and loop sizes besides the from tetra peptide turns
Consider local protein folding environments

Solvent accessibility of residues

Protein structural class

Protein’s organism

VVVVVVYYVYY

Conclusion

Chou Fasman can be improved to better predict secondary structures by incorporating
biochemical factors and updated statistics!

126. Summary of Visualization, Classification & Prediction

A. Why do we need to visualize proteins?
B. Which atoms are used to reconstruct proteins?
C. Where are the positions of these atoms stored?

Structure Classification

A. What is the relationship between protein structure and-function?
B. What is the need to classify proteins
C. Hierarchy of classification

Structure Prediction

A. Why structure of proteins are important?
B. Why are so few structures reported till date?
C. Benefits of predicting structures

Conclusion

Structure visualization, classification and prediction equip us to perform functional evaluation of
proteins! This is important for understanding disease and designing drugs for treating them

Topic-127- Introduction to Homology Modelling

Proteins are 3D molecules with their own unique structures. Protein structure is reflective of
the protein function. Protein structure includes 1°, 2°, 3* and 4’ structures. 1’ structure of
proteins is the sequence of proteins and can be obtained by mass spectrometry. 2’ structures
formed by proteins are the helices, beta sheets, loops and coils. 3’ structure of proteins is the
combination of 2’ structures such that the overall protein structure is formed. 4’ protein
structure is formed when two or more proteins complex together. X-Ray Crystallography and
NMR Spectroscopy are used to find the structures of proteins. However, these methods are
difficult and expensive. Solution: Prediction of structures. Protein sequence gives rise to its
structure. If another protein which has a similar sequence also has its structure known, the
structure of an unknown protein can be predicted based on that similar protein . So, it is then
possible to identify unknown protein structures by just examining the homologous protein

sequences.

Conclusions
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® Sequence ldentity

* Alignment Length

Which combination of identity and alignment length is suitable for best for structure
prediction?

128.Homology, Paralogy and Orthology

In homology modelling, proteins with similar 1’ sequences are considered. Given that one of
them has its 3’ structure known, then the 3’ structure of other protein can be predicted

Homology: Paralogy vs. Orthology

homologs
N

FE=20 ~

orthologs paralogs orthologs

N\ ~ )
r N

F o N ”~ R §
frogr  chick® mouse(r mousefd chick}  frogP

(r~chain gene [3-chain gene

\/

carly globin gene

Conclusions

» Good sequence alignment and identity ensures that homology modelling will give
accurate results

129. Workflow of Structural Modelling

Homology madelling is used to predict structures of proteins having high sequence similarity
with other proteins with known structures! Overall, there are three different strategies for
structure prediction

1. Homology Modelling
2. Threading/Fold Recognition

3. Ab Initio Modelling

130.135 Seven Steps to Homology Modelling — |

Protein structure can be predicted by 3 methods:
1. Homology Modelling

2. Fold Recognition / Threading

3. Ab Initio Modelling

Let’s start by looking at Homology Modelling. There are seven salient steps in any Homology
Modelling pipeline. Definition of Template (known) & Target (unknown). Homology modeling of the
target structure can be done as follows:
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Template recognition and initial alignment
Alignment correction

Backbone generation

Loop modeling

Side-chain modeling

Model optimization

ok wdE

7. Model validation

Amino Acid y Identification of Y Alignment of

{ Sequence of - Suitable 3D -: Templates at the
Target Structure Templates " Miote thah Amino Acid Level

one template

One
template

Further

Options
4 Evaluation of Alignment of — p 3D Structural \
[ ‘Secondary Template(s) and ) ‘ Alignment )
structure Target Sequence of Templates g

[}

v Application
( of structural
: restraints

IBaslc
Modelling

Comparative s ‘ 4 Validation and
Model — ( Exploitation of

Generation the Models

|

Seven Steps to Homology Modelling - 11

Compare the sequence of the unknown protein
with all the sequences of known structures
stored in the Protein Data Bank (PDB).

BLAST this sequence against PDB sequences —
Obtain a list of known protein structures that

match the sequence.

BLAST uses a residue exchange scoring matrix.
Residues that are easily exchanged (e.g. lle to Leu) get a better score
than residues that have different properties (for example Glu to Trp).
Function specific conserved residues get the best score (e.g. Cys to Cys).
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Seven Steps to Homology Modelling - 11

BLAST will provide a list of possible templates for the unknown structure
To make the best initial alignment, BLAST uses an alignment-matrix based on
the residue exchange matrix and adds extra penalties for opening and
extension of a gap between residues.

The target-sequence is sent to a BLAST server, which searches the PDB to
obtain a list of possible templates and their alignments.
The best hit has to be chosen, which is not necessarily the first one.

Seven Steps to Homology Modelling - 111

Fine tune and adjust the BLAST alignments

Example: Ala -= Glu is possible but unlikely in a
hydrophobic core, so these residues should not be aligned.

Use MSA tools (e.g. Clustalw), to find the residues and
properties that need to be conserved.

Examine the template structure to check which residues are in
the core hence less likely to change than the residues at the
outside.

Seven Steps to Homology Modelling - 111

Insertions and deletions can be made in those parts of the seguence which
are highly variable .

MNote: MSA can be helpful to find these places.

Gaps have to be shifted around until they are as small as p
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Seven Steps to Homology Modelling - IV

When the target (unknown structure) segquence contains a gap,

= But this creates a fracture in the template!

wWhen the template (known structure) sequence contains a
gap, there are no backbone coordinates known for these
residues in model.

The target backbone has to be cut to insert newer residues.

These major changes cannot be modeled in secondary
structure elements

Hence, place them in loops and strands
Therefore, surface loops are flexible and difficult to predict.

Seven Steps to Homology Modelling - WV

Mote that the conserved residues were already copied!
Mow, we just need to place the side chains

Copy the torsion angles C-alpha/beta to the target!
Rotamers tend to be conserved in homologous proteins and can
be predicted as backbone configurations strongly prefer a
specific rotamer.

Moreover, libraries of flanking residues can also help estimate
the side chain positioning.

So, Homology modelling.works in.seven steps. It is a repetitive process

136.MODELLER for Homology Modelling

« Template recognition and initial alignment
» Alignment correction

+ Backbone generation

* ..Loop modeling

+ .Side-chain modeling

*  Model optimization

* Model validation

Modeller is a software for homology modelling
salilab.org/modeller

Inputs:
Python script file, Sequence alignment & Template (PDB)

log : log output from the run.

.B* : model generated in the PDB format.
.D* : progress of optimisation.

V* : violation profile.

.ni : initial model that is generated.

MUHAMMAD IMRAN




Jrsr : restraints in user format.
.sch : schedule file for the optimisation process.

Automated Modelling Servers

Swiss Model
http://swissmodel.expasy.org//SWISS-MODEL.html

Robetta
http://robetta.bakerlab.or

3D Jigsaw
http://www.bmm.icnet.uk/servers/3djigsaw/

Phvre
http://www.sbg.bio.ic.ac.uk/phyre

Homology modelling helps predict protein structures by using prior.structural
informationSeveral tools are available to perform homology modellingiin a programmatic
or automated way!

137.139.Fold Recognition — Threading

When should we use Fold Recognition?

Threshold for structural homology
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Introduction

* Aprotein fold is defined by the way the secondary structure elements of the structure are
arranged relative to each other in space.

*  Common folds include 4-helix bundle and the TIM barrel.
+ 5,000 stable folds in nature
* Fold recognition: Finding the best fit of a sequence to a set of candidate folds

Fold recognition is also called Threading. Technique for predicting protein structures.
Employed when homology modelling cannot predict quality structures. A protein fold is
defined by the way the secondary structure elements of the structure are arranged relative to
each other in space. Common folds include 4-helix bundle and the TIM barrel. 5,000 stable
folds in nature. Fold recognition: Finding the best fit of a sequence to a set of candidate folds.
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Fold recognition or Threading is a technique for predicting protein structures. It is useful in
cases where homology modelling fails to predict quality structures

T he process of threading

= In the process of “Threading”™, we rmount an armino
acid sequence on to the backbone of templiate
strucitures In a folds hibrary

- Each step is “drag” along the sequence
(MQVKLFTY. ) through each location of each
template fold

- Then, for each fold, we must compute the fiiness of
sequence matching that folid!

Threading involves “passing” the amino acid sequence through each fold in the database. The best
match is computed using a scoring function. Combinations of secondary structures come together to
form the best prediction. Scoring typically involves using a Z-Score function based on energy of a
molecule.

Find the best way to Inputs and outputs of threading

“mount” the residue sequence of one protein

Folds
onto a known protein structure! (fromlibrary) )§\ N

Amino acid
sequence \ _~_._~_ =—>
/\/ Scoring function  @(...) =4

Obtain DNA sequence |

Translation L
[ Amino acid primary sequence |c=_>Mass Spectrometry
EmE

Search for sequence homologs Sequence DB search
and construct an alignment FASTA, BLAST
1
Homolog(s) with known 3D Homology
structure? availanle Modelling

J_1L Notavailable

Motif recognition: Search
secondary databases

v
Fold assignment

140 Online Tools for Threading — iTasser

ITASSER helps thread amino acid sequences on fold and secondary structure databases. It
also helps predict function of structures output.

Iterative threadingassembly refinement(I-TASSER) server
= Software for automated protein structure &function prediction
based on the sequence-to-structure-to-function.
= Steps:
« Starts from amino acid sequence
= i-TASSER first generates 3D atomic models from multiple
threading alignments and iterative structural assembly
simulations.
= Thefunction of the protein is then inferred by structurally
matching the 3D models with other known proteins.
« Outputs full-length secondary & tertiary structures and
functional annotations on ligand-binding sites
= Anestimate of accuracy of the predictions is provided based
on the confidence score of the modeling
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141.Advantages and Disadvantages of Threading

Fold recognition or Threading is a technique for predicting protein structures. It is useful in cases
where homology modelling fails to predict quality structures.

Advantages

Threading helps predict secondary structures of proteins towards tertiary structure prediction. For
the “Twilight Zone” with low alignment quality and identity, threading is use.

Disadvantages
Novel proteins cannot be predicted using threading. Fewer than 30% of the predicted first hits are
true remote homologues. Validation of each result is necessary.

142. 3D-1D Bowie Algorithm

Homology employed high alignment scores. Threading worked by creating combinations of primary
sequences and corresponding secondary structures. Proposed by Bowie-et al.in 1991. It converts 3D
structure into a 1-D string profile for each structure in the fold library. Align the target sequence to
these profiles. 3D-1D methods convert structure and environment information. into. “profiles”. Score
for each amino acid is computed for each profile. Inputs and outputs of 3D-1D

* Identify amino acids based on: protein core, side chain pesitioning, solubility etc. (6
in all)

»  Part of secondary structure including.0-helix, O-sheet etc (3 in all)
*  Total of 3 x 6 = 18 distinct states

*  Paj= prob. of finding amino-acid (a) in environment (j)

*  P.=probability. of finding (a) anywhere

*  Maximize'sum of scores for the fold:

143. Introduction to Ab Initio Modelling

Ab initio methods have Anfinsen’s thermodynamic hypothesis at the center._These methods attempt
to identify the structure with minimum free energy. Ab initio methods rely on computing the energies
of folded proteins. The protein structures with the lowest energy are deemed as plausible predictions.

Need for Ab Initio Modelling
*  Applicable to any sequence
*  Not very accurate biologically

e Accuracy and applicability are limited by our understanding of the protein folding
problem

Limitation

*  Computationally expensive
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*  Suitable for proteins with less than 100 residues

‘144.Rationale of Ab Initio Modelling

Ab initio methods rely on computing the energies of folded proteins. The protein
structures with the lowest energy are declared as plausible predictions

Rationale

Sometimes it so happens that even slightly homologous proteins may not be available. This renders
homology modelling and threading/fold recognition as futile . Also, newer protein structures continue
to be discovered every day. These could not have been identified by methods which only rely on
matching with available structures. Lastly, homology / fold recognition predict protein structures
without computing fundamental physical/chemical properties of the mechanisms and driving forces in
structure formation. Ab initio methods, in contrast, base their predictions on physical models for.these
mechanisms. Energy released during the folding process is computed for predicting structure.

145.Strategies for Ab Initio Modelling

Ab initio methods base their predictions on physical models of folding mechanisms.
Stabilization is measured by energy released during the folding process. Start with an
energy function. Fold structures in order to‘obtain the most stable structure. This structure
will have the minimum energy.

Energy Optimization in Ab Initio Modelling

1. Start with a rough initial model.

2. Define an energy function mapping structures to energy values. We have to minimize this
later!!

3. Solve the computational problem of finding the global minimum.

Simulation of the Folding Process

1. Build an accurate initial model (including energy and forces).
2. Accurately simulate the dynamics of the protein folding process.

3. The native structure will steadily emerge.

146.Energy States of Folded Proteins

Ab initio methods predict protein structures by folding proteins based on each constituent
atom’s volume, charge, mass etc. The protein structure reporting lowest energy is
selected to be the optimal structure.

Enerqgies of Bonded Atoms vs. Nonbonded Atoms

[’(R) — Ebonded G En

on—bonded
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147.Local versus Global Minima

The protein structure reporting lowest energy is selected to be the optimal structure

Best Case Enerqgy Function

»  Clear energy minimum in the native structure
* Viable path towards this minimum
*  Global optimization finds the most stable structure

Optimal Energy Function

» Easier to design and compute
* Native structure not always at the global minimum

* No clear way of choosing among alternative structures that are generated

148. Pros and Cons of Ab Initio Modelling

Native structure not always at the global minimum. .No clear way of choosing among
alternative structures that are generated Advantages

+ Ab Initio methods can fold any target sequence using only physical atomic properties
* Predictions are mostly accurate and correctly describe the natural folding process

Disadvantages

* Abinitio methods are the very difficult to design (energy function)

*  These methods are slow due to the huge possibilities

149.151 Summary of Structural Modelling

Strategies for Structural Modelling

» Homology Modelling
+ Fold Recognition
* Ab Initio Modelling

Homology modeling of the target structure can be done as follows:

1. Template recognition and initial alignment
2. Alignment correction

3. Backbone generation

4. Loop modeling

5. Side-chain modeling

6. Model optimization
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7. Model validation

Energy Optimization in Ab Initio Modelling

1. Start with a rough initial model.

2. Define an energy function mapping structures to energy values. We have to minimize this
later!!

3. Solve the computational problem of finding the global minimum.

Simulation of the Folding Process

1. Build an accurate initial model (including energy and forces).
2. Accurately simulate the dynamics of the protein folding process.

3. The native structure will steadily emerge.

Conclusion

» Homology modelling is performed in cases of high identity.and alignment score
*  For the “Twilight zone”, other strategies are employed

* For low identity and alignment scores, a“Twilight zone” for structure prediction
exists

+ Fold recognition / threading is useful in.such cases

» For cases where even the fold libraries do not give any high scoring matches, Ab
Initio strategies can help model the structure

* However, this is a complex and computationally expensive process

152.Review of Sequence Analysis

Important Concepts
How do we sequence:
Genomes, Proteomes
How do we.compare sequences:
Pair-wise Sequence Alignment, Multiple Sequence Alignment
Types of Alignments:
Global Alignment , (Needle Wunsch), Local Alignment, (Smith Waterman)
* Advanced Tools:
Fast Alignment (FASTA), Basic Local Alignment Search Tool,
(BLAST) Databases: GenBank, UniProt Online Portals:
Ensemble, Expasy, UniProtKB
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153.Review of Phylogenetics

* Important Concepts

Molecular Evolution
Insertions, Deletions, Substitutions
Phylogenetic Trees
Scaled Trees, Unscaled Trees
Phylogenetic Trees
Rooted Trees, Unrooted Trees
UPGMA: Unweighted Pair — Group Method using arithmetic Averages
Two sequences with with the shortest evolutionary distance between them are considered
These sequences will be the last to diverge, and represented by the most recent internal node.
Clustering Vs. Non-clustering Methods:
UPGMA is a clustering method

Maximum Parsimony etc are non-clustering methods (not included in this course).

154.Review of Protein Sequencing

Important Concepts

Techniques of protein sequencing, Edman-Degradation, Mass Spectrometry, Protein lonization, Mass
Analysis, Protein Fragmentation, MS1, MS2, Estimating and scoring whole protein mass, Extracting
& Scoring Peptide Sequence Tags, Searching Post-translational Modifications

Composite Scoring Schemes
Online tools:

Mascot, Sequest, Prosight PC

155 Review,ofi\RNA Structure Prediction

156.Review of Protein Structures

Important Concepts

Protein Structures are generally of four types:

Primary, Secondary, Tertiary, Quaternary

Techniques for determining protein structures
X-Ray Crystallography, NMR Spectroscopy
Types of Protein Secondary Structures
Helices, Beta Sheets, Coils, Loops

+ Foundation of structure prediction algorithms
Propensities of certain amino acids to form specific secondary structures
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» Algorithm for predicting protein structures
Chou Fasman Algorithm

* Protein Structure Database — PDB, Online tools for predicting structures by using
proteins sequences

157.Review of Homology Modelling

Four Strata of Protein Structures
Primary, Secondary, Tertiary, Quaternary

» Justification for homology modelling

Number of known protein sequences is much larger as compared to known proteins
structures

Three Strategies for Structure Prediction

Homology Modelling, Fold Recognition, Ab Initio Modelling, Protein Structure Database — PDB,
Online tools for predicting structures such as MODELLER and iTASSER

158.Conclusions from this Course

Definition of Bioinformatics, Need for Bioinformatics, Areas within Bioinformatics,
Bioinformatics as an interdisciplinary area, Need.to store, process and analyze biological data,
Requirement of newer faster algorithms Specific areas focused were:

Comparing sequences, Comparing structures, Predicting structures
We looked at:
Algorithms, Databases, Online Tools for each topic.

*  We studied the basic algorithms for each topic, With evolution and growth of
Bioinformatics, newer.and better algorithms are now also available!

159.Advanced Follow-up Courses

We looked into the foundations of Bioinformatics, However, each topic that was studied
has a.undergone a lot of development.

* For advanced study in Genomics, you may take “Computational Genomics” course
Topics:
Genome Assembly, Gene Finding, Annotation, GWAS etc

*  For advanced study in Proteomics, you may take “Computational Proteomics”
course. Topics: Protein Sequencing, PTM search, Structure Modelling and PPI
studies

* For advanced study in Integrative Biology, you may take “Systems Biology”
course. Topics: Metabolomics, Transcriptomics, Network Biology etc

Also, now there are cutting edge courses on:

Nano-Bio-IT, Computational Drug Design, Personalized Medicine
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160.Careers in Bioinformatics

Pakistan as an infrastructure-limited country. The onset of digital revolution. Emergence of data as
the most precious commodity, globally. Specifically, health data as a key commodity of the future.
Health and disease as the primordial challenge of mankind

* Unique opportunity for us in Pakistan

Bioinformatics requires two things
1. Smart mind
2. Internet connected computer

One man company

You can take public databases and design drugs. One man vs. Roche?
BIGDATA

You can make a startup company which manages and process health BIGDATA. All.it needs is basic
software development skills coupled with Bioinformatics

The next disruption

The next Google, Facebook and Uber is going to emerge from Health and Bioinformatics.
Pharmaceutical companies are investing into bioinformatics human resource development

Jobs Market

Pharmaceutical Giants, Research Centers & Universities, Hospital & Diagnostic IT departments ,
Your own startup company

Topic-161 RNA Structure

Outline
* RNA folding
*  Dynamic programming for RNA secondary structure prediction
* Covariance:model for RNA structure prediction
Base Pairing
* RNAbases A,C,G,U
* Bases can only pair with one other base

¢ Canonical Base Pairs

“wobble” pairing
* G-U

« U
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Phosphate
oo

Canonical Base Pairs

A-U,G-C

I-A & I-C

“wobble” pairing

G-U, I-U, IF-A & I-C

RNA Types messenger RNA

(mRNA) Non-coding RNA

Riboss
{a five-carbon sugar)

Ademnine
{a purine basa)

transfer RNA (tRNA), ribosomal RNA (rRNA), small interfering RNA (siRNA), micro RNA (miRNA), small
nucleolar RNA (snoRNA)

Types of RNAs Primary Function(s) Types of RNAs Primary Function(s)

MRNA - messenger | translation (protein SCRNA - small signal recognition particle
synthesis), Coding, cytoplasmic (SRP), tRNA processing
regulatory

rRNA - ribosomal | translation (protein

" synthesis| P SNRNA - small nuclear |mRNA processing, poly A

- : SnORNA-small | addition, /RNA

t-RNA - transfer translatpn (protein e processingimaturationime

synthesis) Nuceoiar
thylation

hnRNA- precursors &

heterogeneous  |intermediates of mature | (regulatory RNAs |regulation of transcription

nuclear MRNASs & other RNAs (SIRNA, miRNA, etc.) |and translation, other??
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SmallRNA %R - Conclusions

st [OOOT)  « messenger RNA
|@ccr  (MRNA)
" [T,

gm Non-coding RNA
1 G * transfer RNA (tRNA
v l ® . ribosomal RNA

ormation o / LBNA
ki '_ﬁg IRNA)

| small interfering RNA

(siRNA)
il cul « + micro RNA (miRNA)

complex

i » small nucleolar RNA
liced
oA ' (snoRNA)

“SILENCING"

162.RNA Secondary Structure \

Some form of RNA can form secondary structures by “pairing up” with itself. This can change its
properties dramatically.

Base Pairing

Pairing of bases helps in determining the secondary structure

Aligning bases, based on pairing with each other gives an algorithmic approach to
determining the optimal structure

RNA Folding
RNA is produced as a single stranded molecule (unlike DNA)
+ Strand folds upon itself to form base pairs & secondary structures
* RNA sequence analysis is different from DNA sequence
RNA Structure
Structures are.more.conserved than sequences ¢
Covariation
Secondary Structure representation
2D, Circle plot, Dot plot, Mountain, Parentheses, Tree model

Tertiary Structures

Pseudoknot B
—

Interiorl Loop

A
Single G %_
Stranded ‘\,/ “ﬁ\//\/ =
BU'é Junction '
Loop Hairpin (Multiloop)
loop Pseudoknot Kissing Hairpins Hair-bulge interaction
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Pseudoknots

Pseudoknots cause a breakdown in the Dynamic Programming Algorithm. In order to form a
pseudoknot, checks must be made to ensure base is not already paired — this breaks down the
recurrence relations

Conclusions

Some forms of RNA can form secondary structures by “pairing up” with itself. This can change its
properties dramatically.

163.RNA Secondary Structure Prediction

There are different approaches to predict secondary structure of RNA

. Energy minimization
Comparative sequence analysis
. Folding and alignment
. Base-Pair Maximization
1. Energy minimization
Dynamic programming approach

Does not require prior sequence alignment. Require estimation of energy terms contributing to
secondary structure

Assumptions;

Energetically most stable structure is more likely structure. Energy associated with any position is
only influenced by local sequence and structure. Neglect pseudoknots

Approach

Energy minimization algorithm predicts secondary structure by minimizing the free energy (0G). OG
calculated as sum of individual contributions of:

. Loops
. stacking

Energy minimization

. Thermodynamic Stability

Estimated using experimental techniques

. Theory : Most Stable is the Most likely
. No Pseudknots due to algorithm limitations
. Uses Dynamic Programming alignment technique
. Attempts to maximize the score taking into account thermodynamics
. MFOLD and ViennaRNA
Drawbacks
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Compute only one optimal structure. Usual drawbacks of purely mathematical approaches

Free energy computation
U

ESelEntiess] A~ @ 20A 000
G—C
. i — G—C
+3.3 1nt bulge
G—C
U-A

AU

=l

sl —— A
5,

A

5 dangling % .2
A-U

3,

-1.1 mismatch of hairpin
-2.9 stacking

-2.9 stacking
-1.8 stacking

-0.9 stacking
-1.8 stacking

-2.1 stacking

AG=-46 KCAL/MOL
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2. Comparative sequence Analysis
Need a multiple sequence alignment as input.

Requires sequences be similar enough (so that they can be initially aligned), Sequences should be
dissimilar enough for covarying substitutions to be detected, comparative analysis produces accurate
structure predictions.

164.RNASeq

Calculating transcript abundance and prevalence by Ultra high throughput cDNA sequencing
(Mortazwi et al, 2008)

The sequence reads are individually mapped to the source genome and counted to obtain the number and
density of reads corresponding to RNA from each

* known exon
» splice event
* new candidate gene

Procedures

Isolation of all MRNA, Convert to cDNA using reverse transcriptase, Sequence the cDNA, Map
sequences to the genome.

The more times a given sequence is detected, the more abundantly transcribed it is.

If enough sequences are generated (> 40 Million), a comprehensive and quantitative view of the entire
transcriptome of an organism or tissue can be obtained (Mortazvi et al, 2008)

Data analysis

Mapping reads, Visualization Genome browser , De novo assembly , Quantification, Differential
Gene Expression, Functional Analysis, Gene Networks

In RNASeq, transcript abundance and prevalence is calculated using Ultra high throughput cDNA
sequencing

165.RNASed Normalization

Sequencing reactions may vary across different sequencing plate-forms as well as within different
lanes of the same sequencer. Transcript lengths also vary

Raw read counts may vary
RNASeq challenges

Uniformity of sequence coverage, Quantity of sequence required to reliably detect RNAs of lower
abundance classes, Quantification and conversion of relative quantification to absolute RNA
concentrations, Transcriptomes of organisms with large genomes, containing genes with more
complicated structure, present some special challenges

Mapping Biases

Read counts will be higher if sequencer produces more reads. Longer genes will have the probability of
mapping more reads than smaller ones

RPKM (reads per kilobase of transcript (or exon model) per million mapped reads)

Method for quantification of transcript levels. RPKM measure of read density reflects the molar
concentration of a transcript in the starting sample by normalizing for RNA length and for the total read
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number in the measurement. This facilitates transparent comparison of transcript levels both within and
between samples

RPKM

Number of reads mapped per gene length in KB per total reads in that sample in millions
C = Count of Mapped Reads

L= Length of transcript

M = Mapped reads of sample

RPKM = C
L/1000 * M/1000000

RPKM
RPKM = C
L/1000 XM/1 000000
RPKM = cX 10°
LM

Example: What is the RPKM for a transcript of length
2500KB, with 900 alignments in a sample of 10000000
reads out of which 8000000 reads mapped?

RPKM = 900X 10° — 4.5
2500X8X10% ~— -

RPKM

How many reads are required to map at 1 RPKM with a transcript of 2Kb length from a total of 40
Million Mapped reads?

RPKM — > 10°

i e

|

LT e c>xX 10°

. Z2000>X40>X10°

!

: I C—= Z2000X403X10°5 = 80
: 10°

FPKM (Fragments perkilobase of transcript per million mapped reads)

*  Paired end RNASeq experiments produce two reads per fragment
*  FPKM counts fragments not the reads

*  Both reads'might not map

* Counting reads might doubble count some fragmnets

(Trapnell et al 2010)
RPM
While comparing the same genes expression across different samples (treatments), normalizing for
gene may not be necessary

RPM = C
M/1000000

Can compare relatively bigger numbers and get more DEG

RPKM reflects the molar concentration of transcript in starting sample normalized for

* Length of RNA
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*  Total reads in the sample

It facilitates transcript comparison within and across samples Topic

166.Neural Network

The human brain can be described as a biological neural network an interconnected web of neurons
transmitting  elaborate patterns of electrical signals A neural network is a “connectionist”
computational system. Information is processed collectively in parallel throughout a network of nodes.
Complex adaptive system.

*  Learning processes in biological systems.
* Learning as an optimization process.

» Learning by modification of synaptic strength.

167.Association Rule Mining

It is an important data mining model studied extensively by the database and data mining community.
Assume all data are categorical. No good algorithm for numeric data. An association rule has two
parts

* anantecedent (if)
* aconsequent (then)

Antecedent is an item found in the data. A consequent is an item that is found in
combination with the antecedent Market basket transactions: t1: {bread, cheese,

milk} t2: {apple, eggs, salt, yogurt}

tn: {biscuit, eggs, milk} Concepts:
An item: an item/article in a basket |:
The set of all items sold in the store A
transaction:
Items purchased in a basket; it may have TID (transaction ID) A
transactional dataset:

A set of transactions

168.Clustering

Clustering is “a process of organizing objects into groups whose members are similar in some
way” A cluster is therefore a collection of objects which are “similar” between them and are
“dissimilar” to the objects belonging to other clusters.

» Simplifications
+ Pattern detection
»  Useful in data concept construction
*  Unsupervised learning process
Hierarchical agglomerative general algorithm

* Find the 2 closest objects and merge them into a cluster
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* Find and merge the next two closest points, where a point is either an individual object
or a cluster of objects

* If more than one cluster remains, return to step 2

Applications

*  For administrative purposes
» Hospital activity and performance
*  Used for researchers  Data used by physician

* For laboratory use etc.

169.Machine Learning

Programming computers to optimize performance criterion using example data or past experience
When to learn? Calculate payroll , Solution needs to be adapted to particular cases (user biometrics)
When To Learn

Human expertise does not exist (navigating on Mars), Humans are unable to explain their expertise
(speech recognition), Solution changes in time (routing on a computer.network)

Model
Build a model that is a good and useful approximation to the Data

KDD is the non-trivial process of identifying valid, novel, potentially useful, & ultimately
understandable patterns in data

Applications

Retail , Finance , Manufacturing , Medicine , Telecommunications , Bioinformatics, Web mining
Retail: Market basket analysis, Customer relationship management (CRM)

Finance: Credit scoring, fraud detection

Manufacturing: Optimization, troubleshooting

Medicine: Medical diagnosis

Telecommunications: Quality of service optimization

Bioinformatics: Motifs, alignment

Web mining: Search engines

Machine Learning

Study of algorithms that Improve performance at some task with exp. Role of Statistics, Role of CS
Applications of ML

Speech recognition, NLP, Computer vision, Medical outcomes analysis/Computational biology, Robot
control

170.ML Concepts

+* Association Analysis
«+ Supervised Learning
e (lassification
e Regression/Prediction

** Unsupervised Learning
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** Reinforcement Learning

Learning Associations
Basket analysis:

P (Y | X) probability that somebody who buys X also buys Y where X and Y are
products/services.

Example: P ( chips | Beer) =0.7

TID ltems

1 Bread, Milk

Bread, Diaper, Beer, Eggs
Milk, Diaper, Beer, Coke
Bread, Milk, Diaper, Beer
Bread, Milk, Diaper, Coke

g h|WIN

I Machine Learning '

Classification
- Example: Credit Z 4 s
scoring - ® @
- Differentiating = ®
between low-risk ®
and high-risk st s

customers from
their income and
savings ___ Model i -

Income
o

Discriminant: IF income > 6, AND savings > 6,
THEN low-risk ELSE high-risk

Classification Apps

FR: Pose,lighting,occlusion(glasses,beard), make-up, hair style
Character recognition:

Speech recognition:

Medical diagnosis: From symptoms to illnesses

Web Advertizing

Retail: Market basket analysis, Customer relationship management (CRM)
Finance: Credit scoring, fraud detection

Manufacturing: Optimization, troubleshooting

Medicine: Medical diagnosis

Telecommunications: Quality of service optimization

Bioinformatics: Motifs, alignment
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Web mining: Search engines

I Machine Learning I

Prediction: Regression

« Example: Price of a

used car
« Xx : car attributes h*\_
y : price . \ Y= WX+Wo
y=g(xle) I \\
g () model, [ =4

6 parameters

x mulspe

171.ML Applications

Supervised Learning

*  Prediction of future cases
*  Knowledge extraction

* Compression

*  Outlier detection

Un-supervised Learning

Learning “what normally happens”
No output

Clustering: Grouping

similar instances

Applications

¢ Customer segmentation in CRM
* |mage compression
* Bioinformatics

Reinforcement Learning
Policies: what actions should an agent take in a particular situation
Utility estimation: how good is a state (= used by policy)

No supervised output

Delayed reward
Credit assignment problem (what was responsible for the outcome)
Applications:

Game playing Robot in a maze Multiple agents, partial observability, ...
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172.Forensic Science

Forensic science Limitations of physical

Study & appliwtlomaf b

science to matt law pethods - Ever one has unique
iris pattern , Finger

Associations be .« Thumb pnntlng..-!‘ prints, Thumb pri

We can get the
fingerprints and thumb
prints from the crime

people, places, thir
events involved in
crimes.

- Face Recogn

1 i s scene.
P T - Iris Recognition. : ; ¥ &

E _ 3 Y Fingerprints can be

Crime investigation % changed by cutting

Criminal ldentiﬁqstioﬁ BT Finger Buntings e  uming ofbogesibum,

Can>

Limitations of Thumb  Limitations of FR

Face Recognition can only
be used when the
photographs of the crime
scene has been taken or
suspicious person

been arrested and victim
tells the physical
appearance of criminal

Using fingerprints require
that you get a print from the
finger or the thumb , no
other parts of body can be
used and criminal can use
gloves and no prints are
there for investigation.

173.Advantages of bioinformatics in forensic

DNA Finger Printing / DNA Profiling:
It is a form of forensic identification that'is.used primarily to identify people.
Advantages

Even though all humans share 99.9% of their DNA sequences, the remaining 0.01% of sequences
isunique enough to differentiate people.Because DNA is in every cell of a person’s body is
present and same , any part.of a human’s body including dead skin skills, hair, saliva, and more
contain DNA sequences.

174. .Methods used in DNA profiling.

DNA finger printing

A forensic scientist will need two pieces of DNA to be compared.For example, DNA discovered at
crime scene should be compared to a DNA sample taken from a suspect.
Steps

*  Comparison of repeating DNA

sequences

*  Match b/w two samples
DNA extraction from cell
1. Collecting cell from sample:
Two meters of DNA in cellCollect cells from the sample with buccal swab.Place the swab into
Eppendorf tube.
2. Burst cells open to release DNA:
Add the lysis solution to the tube to separate the cells.LS breaks Cell membrane& nuclear envelope
causing cells to burst open& release DNA . It also removes histones proteins from DNA.
3. Separate DNA from proteins and Debris:
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Cells have stayed in warm to for such a time that DNA is freed from cells.Salt causes proteins & other
cellular debris to clump together.Place tube into micro centrifuge.Inside the centrifuge tube spin
around and debris &heavy proteins sink in bottom of tube and DNA strands remains distributed
throughout liquid.

4. Isolate concentrated DNA:

Add the liquid containing DNA in separate tube Now add isopropyl alcohol to tube.DNA is not soluble
in this alcohol so it comes out and it can be seen with naked eye.DNA is collected at bottom tube after
placing in centrifuge.

175. DNA Profile

e Encrypted sets of numbers that reflect a person's DNA makeup,
e Variable number tandem repeats(VNTRS).
e Short term tandem repeats (STR) in making the DNA profile of a person.
e These DNA profiles are the basis of a national DNA databases.
DNA profiling processes

¢ RFLP analysis.
*  PCR analysis.
e STR analysis.
e Amp FLP.
* Y-chromosome analysis.
* Restriction Fragment length Polymorphism (RFLP)

How the RFLP Pre«

U R

probe =N

splut ion \\4 .\ !

RFLP

* It analyzes the lengthof strands of DNA that include repeating base pairs (VNTRs).

* Repeated sequence of human genome can be same but the number of times it is repeated is

unique to everyone.

RFLP analysis requires investigators to dissolve DNA in an enzyme that breaks the strand at specific
points.The number of repeats affects the length of each resulting strand of DNA.Investigators compare
samples by comparing the lengths of the strands.
Example: CAT is repeated continuously 13 times in a row. In somebody else, it might be 12 times or 14
or whatever.
Limitation: RFLP analysis requires a fairly large sample of DNA that hasn't been contaminated with dirt.

176. DNA Profile Methods
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Polymerase Chain
Reaction (PCR)

Replicate a small amount of DNA to create a larger sample for analysis. First, a heat-stable DNA polymerase
-- a special enzyme that binds to the DNA and allows it to replicate -- is added. Next, the DNA sample is
heated it to 200 degrees F (93 degrees C) to separate the threads. Then the sample is cooled and reheated.
Reheating doubles the number of copies. Process is repeated about 30 times, there is enough DNA for
further analysis.

Analyzing STRs

PCR is the first step in analyzing STRs (Short Tandem Repeats), which are very small, specific
alleles in a variable number tandem repeat (VNTR).

Short Tandem repeats

Analyzing STRs is more accurate than the RFLP technique because their small size makes them easier to
separate. If you want to create a fingerprint, you might look at 20 different STRs at different places in
order to create a profile.

STRs
* Itisimpossible for two persons to have same number of STR repeated in a given sequence.

Y-chromosome Analysis

STRs in Y-chromosome Useful if the sample has mixed DNA. Gender analysis cases. It is processed just
like simple STR analysis.

AmpFLP

Amplified fragment length polymorphism, is another technigue that uses PCR to replicate DNA. Like RFLP,
it first uses a restriction enzyme. Then, the.fragments are amplified using PCR and sorted using gel
electrophoresis. Can be automated, Doesn't cost.very much., DNA sample must be high quality otherwise
errors may result, which is the case with most DNA analysis techniques.

Topic 177- Introduction to Drug Discovery

Drug Discovery
Primary objective—
design & discovery of new compounds that are suitable for use as drugs
A team of workers —
chemistry, biology, biochemistry, pharmacology, mathematics, medicine & computing ...
requirement
(i)  Synthesis of the drug
(ii)  Administration method
(iii) Development of tests
(iv)  Procedures to establish how it operates in the body
(v) safety assessment
(vi)  research into the biological and chemical nature of diseased state.
Drugs: Definition
Chemical substances that are used to prevent or cure diseases in humans,
animals and plants
Activity: Pharmaceutical/pharmacological effect on the subject, e.g. Analgesic or B-blocker
Potency: quantitative nature of the effect
Drugs Properties: ADMET
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Factors affecting drug response

Drug dose

l Absorption

Drug in
D e d e xtracellular fluid &
Distribution intracellular sites

I Elimination
Drug metabolism;

Drug concentration renal or other routes
at target site of excretion

Systemic

drug concentration

l Drug-receptor interaction

Pharmacologic effect

x e

Clinical —Pp Toxicity
response effi-

Drug: agent used for the psychotic effect by the media or general public. Even the drugs abused have
their activity. No drug is completely safe. Suitable quantity to cure.or excess to be poisonous! E.g.
aspirin, paracetamol can be toxic if excesses.

178. Drug Discovery Applications:-

Areas Influencing DD

e Molecular Biology on Drug Discovery
e High-Throughput Screening
e Combinatorial Chemistry

Molecular Biology Influence
Genetic information

Biochemical and chemical terms.Cloning and expressing genes that encode
therapeuticallyuseful protein

High Throughput Screening

Widely used in the pharmaceutical industry. Automation to quickly assaythe
biological or biochemical activity of a large number of drug-like compounds.

Combinatorial Chemistry

Laboratory technique in which millions of molecular constructions can be
synthesized and tested for biological activity.
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Combinatorial Chemistry and Drug Discovery
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179.Pharmacogenetics

It is the branch of pharmacology concerned with the effect of genetic factors onreactions to drugs.

How people respond to medicines, Correlating heritable genetic variation to drug response.
Defination:-

Biotechnological science combines techniques of medicine, pharmacology & genomics which
developing drug therapies to compensate for genetic differences in patients which cause varied
responses to a single therapeutic regimen.

"Geanetic testing”
Utility Disease gensctics Pharmacogensatics
Disease prognostics/diagnostics Meadicine responsea profiles
Rare Common Geanas for SNP profilas
What is mendelian complex diseasas: drug metabolism for drug
‘tested’ disaasas; suscepiibility genes and/or action metabolism
‘causal’ genas and/or action

Benafits

e athical, lagal and social implications

Your DINNA Affects Your Response to Drugs

Safe, effective Safe, not effective Unsafe, not Unsafe, effective
effective
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Applications:-

Detection of genetic variability of drug effects on the genome level
Agent selection

Analysis of drug

reactions and drug toxicity on gene expression

Development of new indications for already approved drugs
Discovery of new drug targets

Identification of (non) responders in clinical trials of phase I-IV
Identification of genotype dependent adverse drug reactions

L O N R WN R

Identification of individuals at risk for severe adverse drug effects

180.Pharmacogenomic applications

How genes affect persons response to drugs. Pharmacology (science of drugs). Genomics:(the study of
genes and their functions). Develop effective, safe medications & doses tailored to.a person’s genetic

makeup.
: ’ Patient group/ M

Drug toxic but
beneficial

Drug toxic but
NOT beneficial

PN

same prescription
Drug NOT toxic and Drug NOT toxic

NOT beneficial and beneficial

Applications:-

Improve drug safety, Reduce ADRs, Tailor treatments to meet patients unique genetic
predisposition, Optimal dosing, Improve drug discovery and Improve proof of principle for
efficacy trials.

Future

Blessing in research. As a simple example, for nearly a decade the ability to store more information on
a hard drive has enabled us to investigate a human genome sequence cheaper.

181.182. Drug Discovery — Pipeline

Target Identification, Target Validation, Lead Identification, Lead Optimization, Pre-Clinical

e Pharmacology &Toxicology
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I

Isolation ofinitial lead compound « Ivlass Screening

a2

Biochemical characterization mmPp Iterative refinement

of binding - Combinatonal chemistry
Structure based design

JL
i 4mm Cilinical Trals

« Clinically Active
Compound

183.Drug Discovery Methods

Past:

(i) Identification of active ingredient from traditional remedies
(2) serendipitous discovery.

Current:

Diseases are controlled at molecular & physiological level. Information of Human Genome
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1970s

Pre 1919 Ri £
5 *« Riseo
Herbal Drugs Biotechnology
+ Serendiptious FIT
discoveries
19?05'3_05 + Breakthrough
» Vitamins in Etiology
+ Vaccines L
| |
an 1950s
. L« New
« Antibiotic Era technology,
+ R&D Boost » Discovery of
L due to WW2 DNA J
J | S
Methods for DD

v" Random Screening
Molecular Manipulation
Molecular Designing

ASRNEN

Drug Metabolites * Serendipity

Random Screening

1980s

* Commercializa
tion of Drug
Discove

1990s

* Robotics
+ Automation

<

Higher/crude plants, opium, senna, reserpine, etc. Penicillin microorganism. Antibacterials with

improved therapeutic profiles.

Molecular Manipulation

Molecular biology

PpQE-30, pQE-31,
P IE-32
2.4 kb

B19FE (Semester 2)

Principles of Drug Discovery & Development — Bioassay Developmerny 3

Molecular bioclogy is concerned
with the handling and
manipulation of DNA.
Standard molecular biology
techniques centre around the
use of plasmid DNA.
Plasmids all contain certain
basic features.

— Origin of replication

-— Resistance cassette

-_— Promoter

-— Multble cloning site
If the plasmid is to be used to
express a protein in bacteria a
phage promoter will be used.
If the plasmid is to be used to
express a protein in a
mammalian cell a viral promoter
can be used.

Drug Metabolism

Xenobiotic:metabolism Biochemical modification of pharmaceutical substances or xenobiotics by
living organisms, usually throughspecialized enzymatic systemsLipophilic chemical compounds into

more

readily excreted hydrophilic products.Rate of metabolism determines duration & intensity of a drug's

pharmacological action
Serendipity

Prototype psychotropic
drugs

Development of psychiatry

Finding of one thing while looking for something else
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184.Biomedical annotated corpora

Biomedical researchers are interested

Understanding data
context information
background knowledge
curated databases &
Literature extensive

vk wn e

What is Annotated Corpora?

Dataset for extraction of disease/treatment entities relations. Corpora are usually constructed for
training or evaluation purposes during the development of particular system

Annotation Consumers

The linguistic community typically uses annotation as training data or for specific.tasks. An abundance of
tools that can produce annotations in the specific format of those resources. Biomedical annotation
typically used for gene set enrichment analysis

- the Gene Ontology
N

&_ The Open Biological and Biomedical Ontologies

A\
TRANSFAC®

PhG KaBOB

Pharmacogenomics Knowledge Base Human Protein
\ Reference Database
M—a I
AN
Genetic Association Database -
: i ’
MIM g, . iRefWeb
Online Mendelian Inheritance in Man 9% B University -

Inkerpro

Information deluge
Bio-databases, controlled vocabularies and bio-ontologies encode small fraction of information
Linking text to dbs and ontologies

Curators struggling to process scientific literature. Discovery of facts & events crucial for gaining insights
in biosciences: need for text mining

185.Steps for Creation of Biomedical Corpora

Nature of data
Standard datasets
Formalism

Users of dataset
Evaluation measures

AN N N NN

Data Mining
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Discovers unsuspected associations
Combines & links facts

AN NN

and events

<

Discovers new knowledge, finds new associations

IR: yields all relevant . Corpora; gathers, selects, filters documents that may prove useful , Finds
what is known

IE: extracts facts & events of interest to user, Finds relevant concepts, facts about concepts. Finds
only what we are looking for

Annotation & Information Extraction

— |E systems can be developed by referencing annotated corpus.

— The performance of IE systems can be evaluated by being compared to the
annotated corpus.

Text Mining Pipelines

\

Text documents

<

Retrieval/storage Indexaccess relevant storage
Text Processing: word Filters, Pattern filters,Lexicon matching,Ontology, NLP
parsingetc, ...

\

Feature Extractions:

Statistical: Word counts, pattern extraction & counts, etc

Domain-specific: Gene Name counts, etc

NLP-specific: Phrase counts, etc

Data Mining: Classification, Clustering, Association, Statistical Analysis,Visual Analysis,

etc...

186.Target Discovery Strategy

Target discovery to clinical application saga

¢ Physiology-based approach
* Target-based approach

1. Physiology-based approach

Is a disease-centric approach in which target is not identified, multiple targets are involved. In vivo
screening is done by using drugs, siRNAor antisense oligonucleotides.
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This process relies on disease, not on the target.

Drug > Animal or organ - Physiological
system Effects

2. Target-centric approach

Target based discovery starts with the identification of genes and their protein products. Aim to
develop drugs affecting one gene or a molecular mechanism. The identification of diseaserelevant
genes in vitro cellular models has been possible due to several tools. Gene-suppression tool used to
linked the genes with disease.

Target has two types

1. Genetic
2. Mechanistic

Genetic targets are represented by genes and genes products. Mechanistic targets include mechanism

based targets such as receptors, enzymes or genes, identified on the basis of the disease state.

Target Genes & . Mol. mech or

Drug —>
. Pathways Gene

187.Strategies To Identify Possible Drug Targets

First step of drug discovery is to identification of disease-associated targets. Genome sequencing and
screening have enhanced opportunities for target identification and lead optimization.
Structure-based Target Discovery

It helped in defining the contours of the cognate surfaces of ligands and their protein targets, permitting
optimizationof their potency and selectivity. Some drugs that are originated from structure-based
approach:

* Dorzolamide
e Captopril
e .Imatinib
*  Zanamivir
The protein structure contributes in the following fields:
*  Target identification from sequence structure homolog recognition.
e Structural genomics and drug targets.
* Identification of ligand binding region
e Identification of hits and leads

e Structure-guided design and screening
Kinase drug discovery & Kinome

Target Discovery through Cell-based Genetics
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* New drugs are based on target identification.
* It wants the thorough knowledge of the disease processes and characterization of genes.

*  Combination of three target discovery will provide the desired result.
Target Discovery Strategies
Target discovery strategies based on

*  Expression profiling Proteomic approach to identify disease related genes based on differential
EP, homology and post translational modification

¢  Biochemical and cell biological assays - To identify genes and proteins linked with disease
pathways

* Cell-based genetics - Leads to the discovery of targets by disturbing gene function in whole
organisms, corrleation with phenotypes.

Cell-based Genetics

Cell-based assays may lead to the identification of genes involve in cellular transformation, activation,
migration and a host of biological processes relevant to a human disease.

Genetic-based Target Identification It

has some methods:

*  Positional Cloning- Laboratory technique used to locate the position of a disease associated
gene along the chromosomes.

* Candidate gene approach

To identify complex disease-linked genes through SNP markers. 10 million in HGP and 3 million
identified.

Target class genetic approach
* s applied to drug target gene families such as proteases, ion channels and GPCRs.
* 24000 protein coding genes & 2400 DTs

*  Best candidate are selected.from gene family for genetic analysis.

188. Target Validation

* . Apotential target is identified in the context of a specific disease.

* Avalidated target is the one that can be manipulated with drugs to produce positive clinical
effects in humans.

Requirements for TV

= Genetic Approach
Gene to disease correlation in animal model

*  Forward Genetics
* Reverse Genetics

Target Validation Tools

Helps in assessing their genetic association with disease. The following tools are:

* Antisense agents
*  Ribozymes
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*  Peptide nucleic acids
* Transcription factors
* Gene knockouts

Antisense Technology

¢ Drugs as molecules action cellular proteins (enzymes, receptors).
¢ Downstream: Block events at nuclear/ribosomal levels.

* Prevent expression of aberrant proteins at earlier stage.

* Oligonucleotide reagents

Ribozymes

*  Small RNA mol. cleave other RNA mol. at sequence specific sites.
*  Hairpin Ribozyme: GUC

HammerHead: NUH, H is AUC

*  Mode of Delivery: Exogenously , Endogenously
*  Peptide NAs: block protein translation

* Transcription Factors: Zinc finder proteins — high Affinity to bind to correct region of DNA.
Gene Knockouts:

* Compound for biological activity on target.
* Potency threshold
* Libraries of molecules

Lead Identification — Technologies
Virtual Screening:

Protein structure , docking Chemical similarity.search, Knowledge of compounds against receptor,
receptor structure & receptor ligand interactions

e X T o
v e - Sgmputer w
e e

Protein target

Visual Screening
MLCC: Multilevel chemical Compatibility scoring

* Top selling drugs

*  Compounds under biological scrutiny

* Anticancer drugs

*  Compounds with poor drug like characters
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Chemoinformatics

ADMET Chemistry Space Targets Diseases
- S S
Absorption e T DNA AIDS/HIV
Distribution Enzymes Cancer
Metabolism <:|]| Compounds |]|:> GPCRs CNS disorders
Excretion Ion channels Diabetes
Toxicity Kinases Inflammation

Pharmacophore Mapping
Identify lead compounds against a desired target
Definition: 3-D arrange... Usage:
interaction of receptor & legend
DB concept
* QSAR

Quantitative structure activity relationship

* SAR:
synthesizing & testing a series of structurally related compounds
Least squares & KNNs
High Throughput Docking

* Lligand & protein
*  Docking algos
*  Force fields, knowledge based & empirical

NMR based screening

* Nuclear Magnetic

* Resonance

* 3-D potential DC & tertiary structure of Proteins
* Need of prioriinformation

*  SHAPES

* WaterlLogsy

Novel NMR screening
method development

i ~---] SAR-by-NMR

Compound library

Positive

Identification of small molecular/target
interaction by NMR or other methods

Cancer

\ 4

Structural biology based characterization|
to reveal the detailed mechanism

Chemical Genetics

* Gene-product function in cellular or organismal context using exogenous ligands
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*  Knockouts
* Cell cycle - arresting agents

190. Lead Optimization

¢ Optimize the desirable traits of the lead
* Lead should be amenable for chemistry optimization
*  Methods from Lead Identification

Lead Optimization — Technologies

* Medicinal chemists conduct extensive SARs to improve potency and selectivity.
* Improve physicochemical and drug-like properties
* Best molecules are advanced to animal Models & preliminary toxicology

LO Methods
De novo drug desing

Charge distribution, liphophilicity or pka of side chains and H-bonds donors and acceptors
SBDD

Structure based drug Design. Effective: 3-D structure of inhibitor with target known. Large no of
medicines. Molecular recognition in protein ligand complexes

Drug Like properties

*  ADMET in phase 1
* Filters
* Bioavailability, PK, CNS

Pre- Clinical Pharma-cology & Toxicity
* Animals testing

* Xenograft models
. ADME/T testing and validation
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